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This paper gives a bit of context about what we are currently building at Chipiron. It is by no
means a formal introduction to the physics of SQUIDs or MRI. Rather, it is a sort of teaser to
our global project: make MRI as easy as routine blood sampling so it finally becomes accessible to
everyone, everywhere, with no compromise on image quality. Because we give quantitative details
about our technological strategy, the reader should have some basic knowledge of undergrad-level
math and physics to make the most out of the content, though a lot of parts should be accessible
to all (maybe with a little effort).

This paper was written with three kinds of readers in mind: enthusiastVCs and angel investors
who want to understand what’s under the hood; engineers and medical device professionals,
who would be interested in joining our mission; and physicians, who might reasonably be skeptical
hearing about an MRI machine the size of a little closet.

We will start by giving non-physicists a brief explanation of what is an MRI experiment, and
some flavour of the quantum physics governing the operation of a SQUID. Then, we will lay out
the global landscape of what’s already been done in 20 years of research in ultra-low field MRI, in
particular SQUID-detected MRI. After that, we will lay out our technological strategy to improve
the image quality from the state-of the art, to finally make clinical ultra-low field MRI a reality.

Please reach out to shoot your comments and questions! dimitri@chipiron.co

EXECUTIVE SUMMARY - PITCH

Magnetic resonance imaging (MRI) is the most pow-
erful medical imaging technique, yet it remains dramati-
cally inaccessible to 80% of the world’s population.

There are several factors preventing a global adoption
of MRI:

� It is extremely expensive: count about $2M in
CapEx and OpEx over the whole lifespan of the
machine.

� More importantly, it is very cumbersome to op-
erate MRI machines. They lie in tech-heavy
magnetically-shielded rooms at the core of hospi-
tals, require a very stable high-consumption elec-
tricity network, weigh more than 5 tons which re-
quires a crane and special floor reinforcement to
install.

� A sizeable fraction of the population has no access
to MRI: obese or claustrophobic patients, patients
equipped with pacemakers or other implants, or un-
conscious subjects, all of which are very common in
day-to-day operation.

At the root of these problems lies the huge magnetic
field needed to conduct MRI experiments. This field is
produced by enormous expensive superconducting mag-
nets. In over 40 years of existence, the paradigm in the
MRI industry has always been to go for higher and higher
fields. In fact, high fields allow gathering great quantities
of signal, meaning better images in shorter acquisition

times. However, one of the key parameters governing the
quality of the images is not precisely the quantity of sig-
nal, but rather the signal-to-noise ratio (SNR). The only
way to solve the problem of MRI accessibility is to work
at low fields, with light magnets. It is still possible to
keep a good SNR at low fields if the noise is reduced by
the same amount. At Chipiron, we build a transportable
MRI machine the size of a little closet, working at fields
one thousand time lower, powered by a patented ultra-
sensitive detection device based on SQUID (supercon-
ducting quantum interference device) technology. The
unique contrasts at ultra-low fields will open new imag-
ing procedures and improved diagnosis capabilities. This
machine will make MRI as accessible as routine blood
sampling.

WHAT IS A SQUID? HOW CAN WE USE IT TO
IMPROVE MRI?

The MRI experiment

Magnetic resonance: principles

The goal of an MRI (magnetic resonance imaging) ex-
periment is to image the inside of the human body. This
image takes the form of a 2D pile of 3D slices. The tech-
nique is based on the phenomenon of nuclear magnetic
resonance (NMR) of the protons inside the body. These
protons (hydrogen nuclei) are present in every organ and
part of the body in different proportions, mostly as part
of water, fat, or tissue molecules.
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The part of the body we want to image (i.e. the sam-
ple) is placed in a very homogeneous static magnetic field
B0 called the polarization field. In most commercial de-
vices, this magnetic field has a high intensity of either 1.5
or 3.0 Tesla. This field is produced by a big coil made
of superconducting material, this is the big “tunnel” in
which you enter when doing an MRI scan. When protons
of the body are placed in a magnetic field B0, they pre-
cess about the magnetic field with a frequency ω0 given
by ω0 = γB0, where γ ≃ 42 MHz.T−1 is called the gy-
romagnetic ratio of the proton. More precisely, when we
say protons ‘align”, is because they carry a spin, which
is a quantum property that has a lot of similarities with
classical magnetic moment. One can think of protons as
tiny magnets. The goal of the MRI experiment is to ex-
cite the protons thanks to a radiofrequency signal of the
same frequency ω = ω0 as the precession of the protons.
This excitation will knock the protons out of their preces-
sion movement, after a while they will slowly decay back
to their original precession state while emitting a signal
that we detect with an antenna. The measure of this
signal, more precisely its decay time, is a way to gather
information about the composition of the inside of the
body, and ultimately to reconstruct an MRI image.

So let’s sum up the global principle of the MRI exper-
iment:

1. The part of the body to image is placed in a static
homogeneous magnetic field B0. In most machines
this field is of intensity of order 1 T. At Chipiron,
we plan to use fields one thousand times lower.

2. When placed in this field the protons precess with
a frequency ω0 = γB0.

3. Thanks to an excitation antenna, we send a pulse
of intensity B1 and frequency ω = ω0 tuned to the
precession of the protons.

4. The protons are sent to a higher energy state and
decay back to their original state while sending off
a signal of intensity B2 and frequency ω0. Most
importantly, their signal decay with typical times
T1 and T2 which are characteristics of tissues of the
body.

Field intensity

The usual paradigm in MRI is to go for higher and
higher fields, for two main reasons. The first one is that
a higher field means a higher polarization of the sample.
This polarization represents the fraction of protons that
participate in the MRI signal. In fact, only a very tiny
fraction of the protons get affected by the polarization
field B0 [1]. The higher the field, the higher the polar-
ization and the most signal gets emitted by the protons.

This leads to better images and a reduced time of acqui-
sition for the experiment.

The second reason why high fields are useful is that the
sensitivity of the antenna is proportional to the frequency
at which we work, ω. Taking into account the thermal
noise inside the antenna, that goes as ω1/4, the detection
threshold scales as ω−3/4 [2]. This detection threshold
represents the smallest signal per unit bandwidth that
we are able to measure out of the background noise. As
we have seen previously, the frequency scales as ω = γB0.
Working at high frequency, hence high field, allows us to
have a smaller detection threshold, which guarantees a
higher signal-to-noise ratio and a smaller time of acqui-
sition. Usually, in MRI experiments, the signal you mea-
sure is very low, and you have to repeat the acquisition,
or sequence, N times to average the background noise.
In high field experiments where the signal is larger, you
can just do N = 1 or just a few repetitions, while in low
field experiments N can easily be in the hundreds.

However, working at high fields comes with a lot of
drawbacks, both technical and non-technical. From an
image quality perspective, the use of high field is often
associated with high resolution and good image quality.
While this is certainly true, high fields also provoke ionic
noise inside the sample and perturbations due to dif-
ferences in magnetic susceptibilities between tissues [3].
This creates artifacts that degrade image quality. Also,
contrasts tend to be lower at higher fields, most notably
T1 contrast, because T1 values of different tissues con-
verge to similar values (see next part). For these rea-
sons, working at ultra-low fields can unlock new imaging
capabilities. From a non-technical point of view, high-
field MRIs are expensive, complex to operate, and re-
quire heavy infrastructure. Even in rich, well-equipped
countries, access to an MRI scan is limited, and a large
portion of the population is deprived of MRI: persons suf-
fering from claustrophobia, obesity, carrying pacemakers,
or soldiers with bullet wounds, just to mention a few.

A typical clinical MRI machine works at either B0 =
1.5 or 3 T. [4] We at Chipiron take the absolute oppo-
site approach: instead of going for high-fields, we will
work three orders of magnitude below clinical standards,
around B0 = 1 mT, using ultra-sensitive detection to
counterbalance the loss of signal. In fact, the important
parameter in the experiment is not the intensity of the
signal itself but rather the signal-to-noise ratio (SNR).
Lowering both the field AND the noise, and using a very
sensitive detection system, we are able to keep the same
SNR working at ultra-low-field, thus preserving an im-
age quality on par with today’s clinical standards at a
fraction of the cost and opening a whole new range of
applications.
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How do you construct an image? Gradients and sequences

So far, we’ve only explained how protons emit mag-
netic resonance signal across the whole body. To con-
struct an image, we need to be able to tell where does
the signal that gets detected by the MRI antenna comes
from. This is where gradient coils come into play. On top
of the permanent homogeneous B0 field, we will add a
small supplementary field δB(x, y, z) that varies linearly
along all three space directions. Typically, in a commer-
cial 1.5 T device you have δB of order 100 mT.m−1. The
gradient field is produced by three gradient coils installed
in the MRI machine near the polarization field coil.

Let’s consider the case of 2D imaging where the 3D
image is produced by a pile of successive 2D slices. The
gradient coils produce a small field δB(x, y) = Gxx+Gyy
on top of the homogeneous B0 field. The field felt
by a proton at point (x, y) in the slice will then be
B0 + δB(x, y). Following earlier discussions, this pro-
ton will rotate about the field with a frequency ω(x, y) =
γ (B0 + δB(x, y)) that depends on the position (x, y) of
the proton.

To be able to make an image, your goal is to tell from
which voxel (or 3D pixel) the signal comes from, and it
is precisely what the gradients are made for. Typically,
during the sequence, you will first apply a phase-encoding
gradient Gy for a short duration. After this duration,
protons with different y positions in the image will be out
of phase because they spun at different frequencies during
the phase-encoding step. Then, we apply the frequency-
encoding gradient Gx and acquire the NMR signal. This
procedure is repeated Np times with varying Gy inten-
sities, where Np is the number of phase-encoding steps.
In the end, the phase of the NMR signal carries informa-
tion about the y position of the voxel, while the frequency
information is contained in the frequency of the signal.
A 3D image is constructed by repeating this for the Ns

slices, with the help of the Gz gradient and a selective
RF excitation pulse which is tuned to a precise z slice.

The duration, intensity, and order in which you ap-
ply the different gradients and excitation fields is called
an MRI sequence. Different sequences allow us to see
images contrasted in different ways. In fact, certain se-
quences will highlight tissues with long T1, we call it a
T1-weighted sequence. While contrast in a CT scan im-
age results from only one parameter, namely the rate of
absorption of X rays by tissues, MRI images can be con-
trasted by a large number of parameters, which relative
weights depend on the sequence used: T1, T2, proton
density, magnetic susceptibility, water diffusion tensor,
for instance. More recently, there has been a surge in
interest for quantitative sequences such as magnetic res-
onance fingerprinting that produce maps of local param-
eters, such as T1 and T2, instead of qualitative images
that are weighted by a wide range of parameters. The

FIG. 1. The same brain seen by different MRI sequences.
(a) T1-weighted. (b) T2-weighted. (c) FLAIR. (d) FLAIR
with contrast enhancement. Liu et al , Tsinghua Science and
Technology 19(6):578-595 (2014)

versatility of MRI is one of its greatest assets, and is the
main reason why it holds such a special spot among all
medical imaging techniques.

Classical or quantum antennas

The core of our innovation is an ultrasensitive magnetic
detection system. In every MRI experiment you need a
way to detect the signal emitted by the sample. This
signal is a RF decaying pulse, for instance, in a 1.5 T
experiment its central frequency is about 60 MHz. At
these frequencies, it is convenient to use an inductive
antenna, which is simply a closed loop of surface S made
of copper wire. When an electromagnetic signal goes
through the loop, by Faraday’s law,

Ri = −dΦ

dt
, (1)

where i is the intensity of the current generated inside the
loop, R is the loop’s ohmic resistance, and Φ = B2S is the
flux of the magnetic part B2 of the signal going through
the loop [5]. If we consider a signal of frequency ω0 tuned
to the working frequency ω0 = γB0, the relation between
the current inside the antenna and the polarization field
B0 is simply

i =
1

R
γB0B2S. (2)

Having a sensitive antenna means having a high current i
inside the antenna for a given field B2 to measure. From
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FIG. 2. Field intensity with respect to time for spin-echo and gradient-echo type of sequences, which are the two main families
of MRI sequences. B1 is the excitation field. While the spin echo sequence uses an additional excitation pulse to rephase the
spins (hence the name ”spin echo”), in the case of the gradient echo sequence, the echo is produced by the successive dephasing
and rephasing of the frequency-encoding X gradient. Spin echo sequences are one of the earliest developments of MRI. Gradient
echo sequences tend to be faster but are more sensitive to image artifacts. PhD thesis of Karl Edler.

the previous equation one can see that inductive anten-
nas are going to be much more efficient at high magnetic
fields. If we want to work at low fields, let’s say lowering
it from 1.5 T to 1 mT, the antenna is going to be 1500
times less powerful. A potential way to tackle this prob-
lem would be to decrease the resistance R, which can
be done by cooling down the antenna, for instance by
immersing it into liquid Nitrogen. But there is no way
to win a factor 1500 on sensitivity with such a simple
process.

This is where SQUIDs come into play. Unlike inductive
antennas, they have a flat frequency response over a wide
band, meaning that their sensitivity does not depend on
frequency. This comes from the fact that SQUIDs are
pure transducers, they are directly sensitive to the mag-
netic field itself while a classical antenna is sensitive to
its temporal derivative. A direct consequence of this is
that the lower the field you use, the better the SQUID
is going to be compared to the classical antenna, mak-
ing them very good candidates for magnetic detection at
ultralow fields.

SQUIDs also have two other advantages: their
exquisite sensitivity, and their very low intrinsic noise
of a few 0.1 pA.Hz−1/2 [6]. These two characteristics al-
low to have a detection threshold, which is the smallest
signal that you can measure per unit bandwidth, below
1 fT.Hz−1/2 at very low fields. Our goal is to go even
beyond, approaching 0.1 fT/

√
Hz which would, in theory

(see fig. 3), give equivalent signal-to-noise as 0.2 T MRI
with all the additional advantages of the ultra-low field.

More precisely, we can get a general flavour on the
relative performance of SQUIDs and classical inductive
antennas as follows. For a given background noise, the
detection threshold roughly scales as the ratio between

the detected signal and the detector noise. For an in-
ductive antenna, the signal in the antenna is given by
Faraday’s law e = −dΦ

dt and scales as ω2
0 (factor of ω0 for

the field and another ω0 for the time derivative). On the
other hand, Johnson noise, which is the main source of

noise in the detector, goes as ω
1/4
0 (Johnson noise is in√

R, R being DC resistance, which is itself in
√
ω because

of skin effect in conductors). It follows that the detection
threshold of an inductive antenna goes as ω−3/4.
In the case of SQUIDs, the detection threshold goes

simply as ω0. In fact, the detector is directly sensitive
to the field which gives a factor of ω0, while the intrin-
sic noise remains constant over a wide range of frequen-
cies. Comparing the two cases, we can see that there is
a crossover regarding the relative detection thresholds of
SQUIDs and inductive antennas. As is well explained in
the figure 3, above a typical frequency of ∼ 20 mT induc-
tive antennas start to have better detection threshold. A
more in-depth discussion of the relative performances of
SQUID and inductive detection systems for MRI can be
found in a paper of the Berkeley team [7].
There is a large variety of magnetic detection systems

that could be good candidates for MRI detection, but
SQUIDs are the more technologically mature of them.
Even 60 years after their discovery, SQUIDs continue to
hold a special place, mainly because of their extreme sen-
sitivity combined with a very broad bandwidth (up to a
few tens of MHz [8]). Below we list a few other options.

� Optically pumped magnetometers (OPMs) based
on alkali vapour cells have raised a lot f excitement
in the past years as they can reach extremely high
sensitivities up to just above 0.1 fT.Hz−1 [9] and
have been used to perform pre-polarized MRI at 4
mT [10]. However, they suffer from notable draw-
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FIG. 3. Detection threshold relative to frequency for various systems. In black you can see that inductive antennas have very
low detection threshold for high frequencies, indicating an increase in sensitivity. For frequencies below ≃ 1 MHz (corresponding
to approx. 25 mT), the SQUID become more sensitive: the blue curve (low Tc single SQUID) crosses the black line of the
inductive antenna. Low Tc SQUIDs have typical detection thresholds of a few fT.Hz−1 Thesis of Aimé Labbé.

backs that prevent them from being used in a NMR
context. Most systems have a narrow bandwidth of
a few hundred Hz at most, and they are extremely
sensitive to DC inhomogeneous background mag-
netic fields. Also, OPMs are costly to produce and
there is today not enough industrial capacity to
scale the production to the industrial level.

� Very low-field MRI has been demonstrated with hy-
brid magnetoresistive sensors in the team of Claude
Fermon [11] [12]. The team has continued develop-
ing the sensors while working purely on ultra low
field MRI in parallel [13].

� Also, Nitrogen-vacancy (NV) based magnetic de-
tection has been explored as a promising technique
for nanometric resolution MRI [14]. NV centers are
very small, convenient magnetometers that func-
tion at room temperature. They can be placed at
the tip of a catheter and are ideal to detect DC or
low-frequency magnetism inside the body, or close
to a sub-millimetric size room temperature sam-
ple. However, their detectivity threshold is at least
three orders of magnitude higher than a SQUID,
and are thus not useful in our context of macro-
scopic ultra-low field MRI.

A bit of quantum physics

The SQUID, or superconducting quantum interference
device, is a small chip that acts as an extremely sensitive
magnetometer, and is at the heart of the ultra-sensitive
detection system we are building. The first SQUID was
invented at the beginning of the 60’s at Ford Labs and
Bell Labs. Below we will give a few explanations on

where precisely this phenomenon of ultra-sensitive de-
tection comes from.

A typical low-Tc DC SQUID is made out of a small mi-
crometric loop of superconducting material such as Nio-
bium, cooled down to temperatures of order 4 K [15]
intercepted by two Josephson Junctions, which are thin
insulating barriers that introduce a special kind of quan-
tum interference effect, and allow the SQUID to act as a
magnetometer.

So first, let’s describe what is a superconductor and
how it behaves in a magnetic field.

Current in a superconductor

The reader might remember the basic laws of electri-
cal conduction in a metal, like copper. If you flow an
electrical current of intensity I through a copper wire of
electrical resistance R, there appears a tension U across
the wire such that U = RI. This is called Ohm’s law, and
it describes how a metal wire is “resisting” to the pas-
sage of the flow of electrons that make up the electrical
current. This resistivity arises, in conventional cases, be-
cause of the collision between electrons and small defects,
or vibrations (called phonons) of the metallic crystal.

Some materials, like Niobium [16], have a special prop-
erty that if you cool them below a certain temperature
(around 10 K in the case of Niobium), they transit to a
superconducting state where two things happen:

� The DC resistivity falls to zero,

� The ambient magnetic field is expelled from the
bulk of the material, this is also known as Meiss-
ner’s effect.



6

These materials are called superconductors. Here is
a very handwaving explanation of why this occurs. In
the metallic state, electrons are free to move individu-
ally to conduct electrical current. At high temperatures,
electrons are subject to thermal fluctuations. When you
lower the temperature, a very small binding force be-
tween electrons appear, because the thermal fluctuations
become so small that this binding force starts to take
over, and this small force pairs up the electrons together.
Individual electrons fall into a category of particle called
fermions, while pair of electrons are bosons, which is
the same category of particles as photons, for instance.
Bosons have this very special (and nice) tendency to pile
up in the exact same quantum state [17]. Because of
this, pair of electrons pile up into one single big macro-
scopic quantum state that has a certain rigidity, meaning
that it costs a big amount of energy to escape this state.
This big state ignores small defects and vibrations of the
metallic crystal, which is why resistivity falls to zero.

Among other things, it directly implies that Ohm’s
law cannot hold in such systems: in fact, you can have
devices with nonzero tension U and nonzero electrical
current I with zero electrical resistance. Hence, we need
to find a different way to describe electrical current in-
side a superconductor. This is what the London brothers
did in 1935 [18]. Let’s assume that in the superconduct-
ing state, individual electrons are subject to the classi-
cal electromagnetic Lorentz force, F⃗ = −e(E⃗ + v⃗ ∧ B⃗),

where E⃗ is the electrical field, B⃗ is magnetic field, e is
the absolute value of the electron’s charge and v⃗ the elec-
tron’s velocity. For nonrelativistic velocities of the elec-
tron (v << c, c being the velocity of light in vacuum)
we can neglect the magnetic term. If we apply Newton’s
second law to this electron, we find

m
dv⃗

dt
= −eE⃗. (3)

Then we introduce the volumetric supercurrent den-
sity [19], defined as j⃗ = nSev⃗, where nS is a phenomeno-
logical parameter defined by the London brothers as the
density of electrons which participate to the supercon-
ducting state. This gives the first London equation:

d⃗j

dt
=

nse
2

m
E⃗. (4)

This gives us information about the time variation of the
current. Now, let’s take a closer look at the structure of
this current. Taking the rotational of the first equation
and using Maxwell’s equation ∇⃗ ∧ E⃗ = −∂B

∂t we get

∂

∂t

(
∇⃗ ∧ j⃗ +

nse
2

m
B⃗

)
= 0. (5)

A superconductor has two fundamental properties: its
zero electrical resistance, and another property called the
Meissner effect, which is that the magnetic field cannot

penetrate inside the bulk of the material: B⃗ = 0. Because
of Meissner’s effect, we immediately see that a constant
nonzero solution to the former equation would be non-
physical. Hence,

∇⃗ ∧ j⃗ = −nse
2

m
B⃗. (6)

This is the second London equation.

At this point, it is useful to introduce the vector po-
tential A⃗ through B⃗ = ∇⃗∧ A⃗. As any potential function,
much like the potential energy of classical mechanics, it
is only defined up to a certain reference. Fixing this ref-
erence is called making a choice of gauge. In the case of
the vector potential A⃗, because of Maxwell’s equations,
it is defined up to a vector field of null gradient. We
chose the Coulomb gauge, in which ∇⃗.A⃗ = 0. In this
gauge [20], the two London equations are nicely summed
up into one:

j⃗ = −nse
2

m
A⃗. (7)

U(1) symmetry, flux quantization

As discussed previously, electrons in a superconductor
all bind into a big macroscopic superconducting state,
which is described by a wavefunction Ψ(r) that depends
on the position r inside the bulk of the material (in our
case, the SQUID). This wavefunction has the property
that it is only defined up to a constant phase: the trans-
formation Ψ 7→ Ψeiχ, where χ is a real constant, leaves
the quantum state invariant. The group associated to
this transformation is called U(1) and is a global sym-
metry [21] of our system.

In most microscopic quantum theories, when you have
a global symmetry of your system, it is tempting to as-
sume that it is also local, meaning that the phase in the
symmetry group depends on the position in space. This
“trick” is a lot more profound that it sounds, as it un-
veils features of the system that were otherwise hidden
in the global symmetry. Such local theories are called
gauge theories, and are the backbone of most modern mi-
croscopic theories: quantum electrodynamics, describing
light-matter interaction, or quantum chromodynamics /
electroweak gauge theory, which make up the Standard
Model of particle physics. One very famous manifesta-
tion of gauge theory is the emergence of mass through
the coupling to a massive scalar field, the Higgs boson.
But let’s get back to the matter.

Let’s assume that the transformation Ψ(r) 7→ Ψeiχ(r)

becomes local. The Hamiltonian of the system has a ki-

netic energy term given by (p⃗−eA⃗)2

2m , where the impulsion

p⃗ is the operator p⃗ = iℏ∇⃗. If we want this kinetic term to
respect the local symmetry Ψ(r) 7→ Ψeiχ(r), the reader



7

FIG. 4. (a) Schematic drawing of a SQUID. (b) Voltage-
flux characteristic of a SQUID. When a magnetic flux Φ goes
through the SQUID, a voltage drop V appears. It varies pe-
riodically with flux, with period the flux quantum Φ0. Mea-
suring this voltage drop V gives access to the magnetic flux
Φ, and hence to the magnetic field B we want to measure.

is invited to check that the vector potential field has to
transform as

A⃗(r) 7→ A⃗′(r) = A⃗(r) +
ℏ
e
∇⃗χ(r). (8)

Now let’s define ϕ(r) = 2χ(r) [22].
If we want to respect gauge invariance, the London

equation defined in (7) has to be re-written as

j⃗(r) =
ens

2m

(
ℏ∇⃗ϕ(r)− 2eA⃗(r)

)
. (9)

Now is when we can get to the core of the principle gov-
erning a SQUID: the phenomenon of flux quantization.

A SQUID [23] is a small loop made out of supercon-
ducting material intercepted by two Josephson Junctions,
which are small barriers that split the loop into two parts.

Assume we have a magnetic field B perpendicular to
the loop. The flux of the magnetic field going through
the SQUID is defined by Φ =

∫ ∫
S
B⃗.d⃗S, where S is the

surface of the disk delimited by the SQUID. A supercur-
rent j⃗(r) is induced in the loop by the magnetic field. Let
us write the circulation of this supercurrent around the
loop:∮

j⃗(r).d⃗l =
ens

2m

(
ℏ
∮

∇⃗ϕ(r).d⃗l − 2e

∮
A⃗(r).d⃗l

)
. (10)

Let’s analyse these two terms one by one. The first one
gives ∮

∇⃗ϕ(r).d⃗l = ϕ(r)after one turn − ϕ(r). (11)

Phase is defined up to an integer number of times 2π:∮
∇⃗ϕ(r).d⃗l = 2nπ. (12)

For the second term, we use Stoke’s formula:∮
A⃗(r).d⃗l =

∫ ∫
S

r⃗otA⃗(r).d⃗l = Φ, (13)

which finally gives∮
j⃗(r).d⃗l =

ens

2m
(2ℏnπ − 2eΦ) . (14)

In the superconducting state, supercurrents are dis-
tributed at the surface of the material. This can be seen
as a consequence of Meissner’s effect: magnetic field can-
not penetrate in the bulk of the material. With this in
mind, let’s choose a contour C for the integration that
passes through the bulk of the SQUID loop, where j⃗s = 0
everywhere. We obtain

Φ = n
ℏ
2e

, (15)

where n is an integer. In other words, the magnetic flux
going through the SQUID’s loop is quantized: it can only
take values that are multiples of the flux quantum, Φ0 =
h
2e .
What we learn from this is that when a magnetic

field goes through the loop of the SQUID with a flux
Φ, the SQUID will react by generating a small current
I. This current creates a small counter-flux δΦ that will
re-establish the total flux to the nearest-integer multiple
of Φ0:

Φtot = Φ− δΦ = nΦ0. (16)

To exploit this phenomenon, we will add another ingre-
dient to our superconducting loop: two Josephson Junc-
tions in parallel, as described in fig. 4. We won’t go too
much into the details of the physics of Josephson Junc-
tions as it would be a bit too heavy for this introduc-
tory white paper. A very good description of Joseph-
son equations in a SQUID is done in the PhD thesis of
Nazim Lechéa (part. III.1) [24], if you read french. Also,
another very good reference is the book of John Clarke
(part 2.1.) [25]. Below we give the main ideas behind the
reading of a magnetic field by the SQUID.
In the presence of the two junctions, the current circu-

lating in the loop is given by

I(δ) = I0 sin(δ), (17)

where I0 is the critical current of the junction, and δ rep-
resents the total dephasing of the system’s wavefunction
across the junctions. It is given by δ = ∆ϕb + ∆Φmag,
where ∆ϕb is the “bare” dephasing of the wavefunc-
tion without the presence of the magnetic field, and
∆Φmag = 2πΦa/Φ0 the dephasing due to the magnetic
flux Φa going through the loop. This equation is the
first Josephson equation and describes the system well
for small current intensities I < I0. What’s more inter-
esting is to pre-bias the system to a current close to I0.
When the current generated by the magnetic flux goes
above this limit, a tension Uj appears across one junc-
tion, given by

Uj =
Φ0

2π

dδ(t)

dt
, (18)
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which is the second Josephson equation. Solving this
couple of equations for the whole system, we get that the
tension U(Φa) across the SQUID varies periodically with
the applied magnetic flux Φa, in the form

U(Φa) = U0 sin(2πΦa/Φ0). (19)

For small amplitudes of flux, which is what the SQUID is
designed to measure, close to a point of highest slope, the
variation of tension ∆U is linearly linked to the variation
of magnetic flux ∆Φ via

∆U = 2πU0
∆Φ

Φ0
. (20)

For very low fields in the pT range, this tension can be
of order of a few µV. It then gets amplified by low tem-
perature preamps to reach a few V in room tempera-
ture electronics. This makes SQUIDs extremely sensitive
magnetometers, with noise levels in the fT/

√
Hz range.

What a SQUID detection system looks like

A typical MRI detection system based on SQUIDs is
always constituted of a few core parts:

� A flux concentrator, whose job is to concentrate the
magnetic signal towards the SQUID,

� One or several SQUIDs, who read the incident sig-
nal,

� A low-temperature preamplification system,

� Room-temperature electronics to make analog-to-
digital conversion and feedback to ensure stability
of the SQUID system.

I will say a few words about the first element, the flux
concentrator, which is highly critical regarding the sensi-
tivity of the whole system. A SQUID can be imagined as
a small ring made out of superconducting material, in-
tercepted by two ”barriers” called Josephson junctions,
with diameter in the µm range. Because of its small size,
the SQUID intercepts only a tiny fraction of the signal
sent out by the sample. A common way to circumvent
this issue is to couple the SQUID to a flux concentrator.
It is just a common loop antenna, called the pickup coil
in series with an input coil which is a small coil that sends
the captured flux through the SQUID. You can think of
it as the pickup coil capturing the signal and sending it
to the SQUID that reads it.

A very thorough explanation on the different types of
flux concentrators that one can use has been done by Fa-
galy [26]. There are two important parameters to choose
when designing the pickup coil: its geometry, and the
nature of the wire you’re going to use. Usually, coils fall

into two geometrical categories: surface or volume coils.
Surface coils are often smaller and allow minimal intrinsic
noise, and also allow to design gradiometric geometries
that reject far-field noise. The trick is to split the antenna
into two parts that run against each other. Objects close
to the antenna send out signal that will get detected, but
noise from faraway sources induces the same signal into
the two parts of the antenna. As a consequence signal
in the two parts compensate one other, and the resulting
signal averages to zero.
Volume coils have been less explored in the context of

SQUID MRI but they are standard in the case of classical
inductive MRI, where saddle-coil or birdcage geometries
are often used [27].
Regarding wire, you have the choice between a classi-

cal ohmic conductor such as copper or a low-temperature
superconductor, Niobium wire being a standard. Cop-
per wire has the advantage to be able to operate at
any temperature, at the expense of producing more
Johnson-Nyquist noise. This voltage noise goes as ∆u =√
4kBTR∆f , where kB is Boltzmann’s constant, T is

temperature, R is the wire’s DC resistance and ∆f is
the bandwidth over which you’re measuring the noise.
To minimize this noise, it is a good idea to choose high-
quality OFHC copper that has a very low resistivity, and
to cool down the antenna, for instance in liquid Nitrogen.
Niobium wire, on the other hand, is a superconductor and
has to be cooled down below 10 K to be used. Because of
this, a niobium pickup coil has to stay at the heart of the
cryostat, far away from the object you need to measure,
and only a handful of surface geometries can be used. Of
course, the Johnson noise is going to be a lot less in a
Niobium wire. Hence, choosing copper or niobium wire
will be a trade-off between flexibility on the geometry of
the coil, and minimizing the intrinsic Johnson noise of
the antenna.
Until now, most low-Tc SQUID-detected MRI systems

have used superconducting second-order axial gradiome-
ters, see eg. Zotev et al. 2007 [28] or Penanen et
al. 2014 [29]. Some high-Tc experiments have used
ohmic volume antennas, such as the device of Chen et
al. 2011 [30]. At Chipiron, we believe that the geometry
of this primary antenna is the key to increase the SNR
enough to be able to perform SQUID MRI in a clinical
setting. We’ll develop this point further in the next part.

THE CHIPIRON APPROACH TO SQUID MRI

Current state of research

20 years of ultra-low field MRI

SQUID-detected MRI, or more generally ultra-low field
MRI, is not a new topic. The first research on the topic
was conducted 20 years ago in the team of John Clarke in
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FIG. 5. A simplified view of a typical SQUID detection system for an MRI experiment. On the left is the primary antenna,
a resonant saddle coil in this example, that captures the signal to send it to the SQUID loop (in the middle of the picture,
circle with two crosses, which represent the Josephson Junctions). The SQUID reads the signal, and its output is amplified by
a low-temperature cryogenic preamplification system. Then, the signal is sent to room-temperature electronics which ensure
amplification, feedback, and analog-to-digital conversion.

FIG. 6. A few examples of geometries for surface antennas. Apart from antenna a), all other geometries are of gradiometric
nature: the several coil turns compensate each other. If you call b the distance between two of the loops, signal sent from
distances of order b or less will get detected. On the contrary, if the emitting object lies at a distance >> b, the different coils
compensate each other and the resulting signal is zero. Sketches from b) to f) present several alternatives of gradiometers of
different orders and different geometries. The higher the order, the most effective you are at rejecting faraway noise but the
less sensitive you become. Fagaly et al., 2006.

Berkeley [31],and got developed in parallel in the team
of Michelle Espy at Los Alamos, with applications to-
wards a hybrid MEG/MRI system [32]. In all SQUID
MRI experiments up until now, the strategy is to use a
technique called pre-polarization. The idea is to first ap-
ply a moderately high magnetic field for a few seconds,
usually around 100 mT, to pre-polarize the sample. As
equilibrium polarization increases linearly with the ap-
plied field, at 100 mT, you have 1000 times more polar-
ized protons than at 100 µT, leading to a factor 1000
increase in the available signal. Once your sample has
reached its equilibrium polarization, you quickly lower
the field to the measurement value, around 100 µT in
the case of SQUID MRI, and the MRI sequence is then
performed at this ultra-low field. Doing the actual MRI
at an ultra-low field instead of 100 mT has two main
advantages. First, the field homogeneity is a lot better,
leading to less artifacts. In fact, what matters in the con-
text of NMR is to have a good value for the absolute field
homogeneity, while the geometry of the polarization coil
imposes constraints on the relative one. This means that
a good absolute field homogeneity is easier to get at low
fields than at high fields. A good ballpark figure for the
absolute field homogeneity required over the whole field
of view would be ∆B0 ≃ 100 nT. This would mean that
the spectral broadening due to inhomogeneities γ∆B0 is

of the same order of magnitude as 1/T2. For a magnet
of B0 = 1 mT, this translates into a 100 ppm relative
homogeneity, which is not too hard to achieve with a set
of large Helmholtz coils, keeping an open geometry. At
B0 = 3 T, this is a 0.03 ppm requirement, which im-
poses a closed bore geometry and careful shimming of
the magnet. Secondly, and most importantly, the con-
trasts (notably T1 contrast) are much higher, allowing to
produce new images and eventually open new clinical ap-
plications. In short, pre-polarized ultra-low field SQUID
MRI allows to take advantage of both the upsides of high
field (more signal) and low field (portability, better con-
trast, better homogeneity).

Obviously, this technique does not come without draw-
backs, and we don’t think this strategy is the most rele-
vant. First, the prepolarization phase takes a lot of time
in the MRI experiment. Secondly, the heavy machinery
used to pre-polarise the sample hinders the transporta-
bility of the device and generates electromagnetic noise
because of eddy currents caused by the rapidly varying
magnetic fields. Taking the paper of Espy, 2015 [33] as an
example, the pre-polarization phase takes a time tp = 4
s, and ramping down the field from 100 mT to the mea-
surement field (200 µT in this case) takes tr = 100 ms.
Then the actual MRI sequence can begin, with a phase
encoding step of 35 ms, and a readout phase taking 70
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FIG. 7. One of the first SQUID MRI acquisition (2004):
image of the inside of a bell pepper obtained with SQUID-
MRI at 132 µT with prepolarization at 300 mT. Image (a)
corresponds to a 2D acquisition sequence while image (b) is
a cut from a 3D sequence. Images are acquired with a spin-
echo sequence in 5 mins with an in-plane resolution of about
1 mm. McDermott et al., 2004.

ms, for a total sequence duration ts = 100 ms. This
means that, for one repetition, the prepolarization time
tp + tr accounts for about 97.5% of the total acquisition
time tp+ tr+ ts. However, if we make the very optimistic
assumption that the pre-polarization scheme doesn’t add
noise compared to the 200 µT sequence with no prepo-
larization, then the prepolarization increases SNR by a
factor 500. Taking into account the factor of 40 due to
pre-polarization time, this scheme increases SNR by unit
time by a (very sizeable) factor of 12.5. This is the reason
why pre-polarization techniques have been so popular in
the field of SQUID MRI. It is however to be noted that
doing no-prepolarization while increasing the measure-
ment field by a factor of 12.5, which would be doing MRI
at 2.5 mT, would in theory provide the same range of
SNR increase with the advantage of using no cumber-
some pre-polarization.

Now let’s consider the detection system. Most of the
time, the antenna used for detection is a low-Tc SQUID in
conjunction with, as a flux concentrator, a superconduct-
ing second-order gradiometer made out of Niobium wire.
This particular configuration is useful for several reasons.
Firstly, the use of superconducting wire allows for a very
low electrical resistance, limiting Johnson noise. Sec-
ondly, the second-order gradiometer configuration makes
the device insensitive to noise coming for faraway sources,
as was pointed out by Fagaly et al [26]. The second or-
der gradiometer is a sweet spot in antenna design: a first
order gradiometer is a bit more sensitive but remains
fragile towards noise, while third and higher orders be-
come too insensitive to the signal of interest with little
improvement in noise rejection.

The axial gradiometer configuration also allows to eas-
ily configure a multi-channel system that can be used to
perform an MRI experiment in conjunction with a MEG
experiment. This is the idea presented in the paper of
Zotev et al. [28], and is a subject of intense development
in the Brain imaging group at the Aalto university [34].
A hybrid MEG/MRI system, even operating in a heavily
shielded room, would be an extraordinary tool for neu-

FIG. 8. An improved SQUID MRI experiment (2007): T2-
weighted MRI images of a sheep brain acquired at a field of
46 µT, using a multi-channel low-Tc SQUID detector with
prepolarization. Different Y values correspond to different
cuts of the brain in the vertical plane. The in-plane resolution
is 2.5 mm x 2.5 mm, with multiple acquisitions and averaging,
for a total scan time of 3 hours. Zotev et al., 2007 [28].

roscience experiments.
Since the early days, a lot of effort has been done to try

to improve image quality and acquisition time, as well as
to design even lighter experiments. A very thorough and
in-depth picture of the landscape of SQUID-powered low-
field MRI can be found in a recent review from Sarracanie
and Salameh [35]. Some of the most recent results in-vivo
include the paper of Clarke, 2013 [36] where brain images
were acquired in 26 minutes at 130 µT (prepolarized at
80 mT) with in plane resolution of 2.5 x 1.9 mm and 100
mm thick slices. The team of Espy, 2015 [33] also got
brain images in 67 minutes at 200 µT (prepolarized at
100 mT) with in plane resolution of 2.1 x 2.4 mm and
150 mm thick slices.
The work of Kawagoe as well as Demachi, fig. 9, aims

to build a SQUID-powered MRI machine for food in-
spection. These experiments use high-Tc SQUIDs with
Copper flux transformers, that require a very light cryo-
genic system based on liquid nitrogen, which is an advan-
tage compared to their low-Tc counterpart. The results
show promising images for their specific applications in
food quality control, yet remain outside the standards
needed for clinical imaging. The paper of Liu et al. 9
presents a very useful active compensation technique de-
signed to compensate for DC fluctuations of the polar-
ization field in the case of traditional low-Tc second-order
gradiometric SQUID MRI. This type of technique will be
of a big interest for our product if we want to operate in
an open noisy environment such as a hospital room or
an ambulance. Very recently in March 2023, the team
of Oyama et al. developed a 1 mT SQUID MRI/MEG
device with no prepolarization [37], which is the closest
to the Chipiron machine it gets. The device operates in
a magnetically shielded room and is projected to be used
in conjuction with MEG, like most SQUID MRI previous
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FIG. 9. Recent phantom images (not in-vivo) from the last 5
years obtained in SQUID-detected MRI. Fields are all in the
range of 100 µT with prepolarization, with millimetric resolu-
tion and acquisition time of 8, 3, and 17 minutes, respectively.
Excerpt from Sarracanie et al., 2020, original works are from
Demachi et al. c, Kawagoe et al. c, Liu et al. c

a K. Demachi, et al., IEEE Transactions on Applied
Superconductivity 29, no. 5, 1-5, (2019).

b S. Kawagoe et al., Physica C: Superconductivity and its
applications 000 1-5(2016).

c C. Liu et al., Journal of Magnetic Resonance 257 8-14(2015).

attempts. This experiment that bears a lot of technolog-
ical similarities with ours validates that we are going in
the right direction. While the SQUID is a very powerful
tool to detect the NMR signal at ultra low-fields, some
teams have also been using conventional inductive detec-
tion, the most notable example being the team of Matt
Rosen at the Martinos Center, working at 6.5 mT with
b-SSFP sequences, as shown in fig. 13.

Contrasts at low fields

Let’s take a look at the theory behind the possible im-
provement of contrasts at ultralow fields with a simplified
model. Considering two voxels made from two tissues A
and B, and the signal received from them SA and SB ,
we define the contrast CA,B as simply

CA,B = SA − SB . (21)

Note that we just take this as an example, it is possible
to argue that one should normalise this equation either
by the amplitude of the signal or even the noise (which
defines the Contrast to Noise Ratio CNR). The goal of
the following paragraph is to illustrate the mechanism
that makes an increase of contrast possible. In a typical
spin echo sequence with only T1 contrast (the calculation
is very similar for T ∗

2 or T2 contrast), the signal decays
exponentially as

SA ∝ e−TR/TA
1 (22)

FIG. 10. One of the most recent in-vivo pre-polarized SQUID
experiments in the team of Los Alamos (2015). Brain images
were acquired in 67 minutes at 200 µT (prepolarized at 100
mT) with in plane resolution of 2.1 x 2.4 mm and 150 mm
thick slices. Several (axial) slices are shown, the SNR of the
images is ∼ 10.

where TR is the repetition time. Looking at the equation
of the contrast, it is mainly dependent on the difference
of decay rates ∣∣∣∣ 1

TA
1

− 1

TB
1

∣∣∣∣ . (23)

The larger this quantity, the easier it will be to distin-
guish the two tissues since it will possible to find an
appropriate echo time TR to measure a significant gap
between the two signals. A proper analysis takes into
account the normalisation, the difference of density or
even the flip angle. Low field-MRI can provide a bet-
ter contrast if this difference of decay rates increases at
low field. From relaxation theory [38], one can find that
the relaxation rate 1/T1 depends on the magnetic in the
following way

1

T1
=

2Kτc
1 + (ωτc)2

+
8Kτc

1 + (2ωτc)2
(24)

where ω is the Larmor frequency (directly proportional
to the magnetic field), τc is the tumbling rate related to
the correlation time of the magnetic perturbation due to
the spin in the structure, and K is a constant related
in particular to the density of the tissue. This equation
is a simplified model of how relaxation works in tissues,
it is however useful for pedagogical reasons and to pro-
vide general criteria. By looking at the difference of T1

between two tissues, one can argue that low field con-
trast would be improved in particular for pair of tissues
where one is both denser and stiffer than the second one.
However there are no absolute theoretical rules, we will
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produce experimental data at ultra low fields to draw
definitive conclusions. The increase in T1 contrast has
been already been demonstrated at low fields in the spe-
cific case of prostate cancer screening.

Current strategy and its limitations

The progress made in the past few years gives us a lot
of evidence that SQUID-powered clinical MRI is about
to be a reality. The drastic decrease of acquisition time
and gain in resolution presented in the last works is going
in this direction. However, the big problem is that the
signal-to-noise ratio (SNR) is still too poor, usually of
order 1 to 10, preventing to obtain good resolution with
no artifacts in reasonable time. Below we detail what are
the key components used in most existing SQUID MRI
experiments, and what challenges do they introduce.

1. Prepolarization. The ultra-low field used in most
experiments, around 100 µT, is too low to hope to
make a clinically relevant MRI acquisition in rea-
sonable time. Most experiments done at this range
of field exploit a technique called prepolarization
where you first polarize the sample at a field of or-
der 10 to 100 mT and you then quickly lower the
field at 100 µT to perform the MRI sequence. As
we pointed out earlier, this pre-polarization scheme
takes more than 95% of the time in the MRI se-
quence. Also, the rapid switches in pre-polarization
field from a few mT to 100 µT create eddy currents
that add a lot of noise to the experiment. We be-
lieve that it would be best to work at higher fields,
that would allow for more signal without the need
for pre-polarization. The measures of Lee et al. [39]
show that there is still some room for higher fields
that still allow for the great enhancement of T1 con-
trast permitted by the low-field regime.

2. Shielding. As was pointed out in the review of
Sarracanie [35], most SQUID MRI experiments are
performed in magnetically shielded rooms (MSR),
the reason being that it lowers by orders of mag-
nitude the environmental noise and improves SNR
as a consequence. These rooms are usually built
with a few-mm thick Al or Cu plates covering the
walls, acting as a Faraday cage, sometimes adding
layers of magnetic materials such as ferrites or mu-
metal to suppress low frequency components of the
noise. This type of setting is ideal for an MRI ex-
periment but reproduces the pain associated with
high-field machines: an MSR suitable for a clini-
cal setting is very expensive, typically in the $10k
- $100k bracket, and obviously not transportable.
It is a great challenge to overcome this constraint
to work in an open noisy environment. We want to
design an open MRI machine, that can work in any

environment, a normal hospital room, the doctor’s
office, or even an ambulance truck. These type of
environments are very noisy, but as we will detail
later, some light, inexpensive active forms of shield-
ing can be used.

3. Geometry of the antenna. The usual flux con-
centrator for the SQUID pickup coil of MRI exper-
iments is a second-order surface gradiometer made
out of Niobium wire. This geometry is chosen be-
cause it is a good compromise between sensitivity
and robustness to noise. Very few other geome-
try candidates have been explored, one of the rea-
sons being that a lot of SQUID-MRI experiments
focus on a hybrid device that performs a MEG ex-
periment on top of the MRI [40] [28]. This could
have game-changing implications in the field of neu-
roimaging. This approach, however, imposes great
constraints on the precise position of the different
SQUID channels, as well as the geometry of the
flux concentrator. This type of approach does not
allow for a lot of exploration in geometries, which
we believe is crucial for clinical SQUID MRI.

4. High-Tc or low-Tc. A lot of attention has
been given recently on the potential of high-Tc

SQUIDs for NMR and MRI. Devices like those of
Sustera [41], in Japan, can have detectivity thresh-
olds as low as 10 fT.Hz−1/2. The promise of high-Tc

cuprates for SQUID MRI is big, as it could greatly
reduce cost and ease of use because of the require-
ments of low-Tc cryogeny. High-Tc materials only
requires light cryostats and liquid Nitrogen which
is cheap and accessible. However, because of their
intrinsic thermal noise that is a lot greater at 77
K than it is at 4 K, the ideal detection thresh-
old of about 0.1 fT.Hz−1/2 is going to be a lot
more challenging to reach than with the low-Tc de-
vices. Moreover, and most crucially, high-Tc ce-
ramics are extremely hard to engineer. It is no-
toriously challenging to build reproducible, clean
Josephson Junctions in cuprates. SQUIDs contain
two Josephson junctions, and small asymmetries
can quickly degrade performance. Also, array of
tightly controlled high-Tc SQUIDs will be hard to
design, even in a very controlled laboratory set-
ting, let alone at the industrial scale, even if some
promising technologies have emerged in the past
few years [42].
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FIG. 11. The LRI-MEG system of the team at Aalto univer-
sity. (a) General outlay of the experiment. (b) Configuration
of the gradient, polarization, and excitation coils. (c) MEG-
MRI helmet with all the sensors. [34]

FIG. 12. Evolution of T1 contrast with magnetic field. Below
about a few mT, T1 contrast is greatly enhanced, here on the
example of a solution containing different concentrations of
agarose. This property allows for the design of special T1-
weighted sequences particularly suited to low-field MRI. [38]

FIG. 13. In-vivo 3D images of a human brain acquired with
a b-SSFP sequence in 6 minutes at 6.5 mT in (a) axial, (b)
coronal and (c) sagittal orientation. The corresponding max-
imum SNRs are a. 15, b. 21 and c. 16. Acquisition matrix:
64∗75∗15, voxel size: A. (2.5∗3.5∗8.5) mm3, b. (2.5∗3.5∗11.5)
mm3, and c. (2.5 ∗ 3.5 ∗ 14.4) mm3. [42]

How we are going to make a difference

Key technological developments

Taking into account all these challenges, we designed
a strategy to improve each point of the experiment, from
the detection system to the full MRI device. We started
the experiments in July 2021, for now most of the strat-
egy is at the exploration stage, results will be added to
this publication as they come. Most of our work is still
awaiting patent publications, hence we will not give too
much details in this last part. We just want to give you
a general overview of our strategy to foster discussions.

1. A novel antenna geometry. We think that find-
ing specific pickup coil designs for precise clini-
cal applications will be a game-changer in SQUID
MRI. For the past two years we have been working
on a gradiometric volume coil that has the poten-
tial to lower the detectivity threshold of the SQUID
detector by up to one order of magnitude, operat-
ing in a open environment. Two patents have been
filed on this antenna, the first one being published
during the summer of 2022. To try to gauge the
ballpark of image quality we can reach with our de-
tection system, let’s go back to the discussion about
SNR in the part about the history of SQUID MRI.
Doing MRI with no prepolarization and with the
same usual surface gradiometer pickup coil would
require in theory a field of order 10 mT to match
a prepolarized experiment in terms of SNR, which
lies somewhere between 1 and 10 in most SQUID
MRI experiments. Taking into account the fact
that prepolarization adds sizeable noise, this fig-
ure could in fact be a bit lower, in the range of a
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few mT. We call this field the crossover field Bc

and we’ll take Bc = 5 mT for our discussions. Our
first results seem to indicate an increase of SNR
between 5 and 10 with our new geometry, so let
us assume we can reach a SNR of 30 working at
a field between 1 and 3 mT. What kind of images
can we get with such SNR? A good point of refer-
ence is the work from the team of Matt Rosen [43],
where brain images with resolution 2.5 x 3.5 mm
and 8.5 mm thick slices have been produced at non-
prepolarized 6.5 mT with SNR ranging between 15
to 25, with acquisition times of around 6 minutes.
This experiment shows that ULF images with rea-
sonable SNR are possible in clinically relevant time
of acquisition. We plan to go further with increased
SNR and contrasts thanks to an even lower field,
and most importantly in an open unshielded set-
ting. Our first results in the first half of 2023 con-
firmed these estimates, we are waiting for the first
images by the end of 2023, which will be improved
to reach clinical relevance by the end of 2024.

2. Ultra-low field. One big advantage compared to
our competitors working at low field, such as Hy-
perfine (who work at 64 mT), is the increase of con-
trasts one can get at 1 mT. Better contrasts, espe-
cially T1 contrasts, mean better diagnosis power for
a lot of pathologies, even if the resolution is not on
par with the high field technology. This fact is well
explained in fig. 12 on a simple example of water
and agarose gels. In our opinion, the sweet spot for
contrast increase while retaining enough SNR lies
around 500 µT to a few mT. Some target applica-
tions that can greatly benefit from a small, inexpen-
sive MRI device with increased T1 contrasts include
emergency traumatology of extremities (knee, an-
kle, wrist), screening for prostate cancer [44], or
endometriosis (particularly Deeply Infiltrating En-
dometriosis, or DIE) [45], as well as interventional
neuroradiology. In the case of endometriosis, the
meta-analysis of Tong et al. shows that a light
MRI solution could show great benefit for screen-
ing, mostly in the case of DIE where ultrasound
diagnosis relies too much on the skill of the opera-
tor and patient-dependent factors.

3. Open geometry, transportable. It is a key
point for MRI accessibility to keep the design very
light and open. Light, because it allows the ma-
chine to be easily transported from one point to
another, which is essential for emergency applica-
tions or for use in a point-of-care setting or a local
doctor’s office. Open, because it increases patient
comfort and unlocks the use of MRI for patients
suffering from obesity or claustrophobia. Also, it
would drastically reduce the use of anesthesiant
drugs on children with anxiety and allow the par-

ents to stay close to their children during the whole
examination. MRI is following the same route as
ultrasound technology did twenty years ago: a new
branch of open, transportable MRI is emerging for
easy, inexpensive, and effective diagnosis. Our light
excitation-detection system is comprised of the pri-
mary antenna, a radiofrequency excitation coil, and
a resistive polarization coil, all combined into one
piece that can be brought close to the zone of in-
terest. The cryostat containing the SQUID and
readout electronics, the gradient and RF amplifiers,
and the analog-to-digital conversion will be placed
in a separate part which communicates with the
excitation-detection antenna. This configuration
allows for maximum patient comfort and minimum
vulnerability to magnetic noise.

4. Active shielding (no MSR). We want to be able
to operate in an open environment, so a fully mag-
netically shielded room, or a Faraday cage are both
out of the question. Our strategy is to design a
light shielding system that uses active noise can-
cellation/substraction. In fact, after a few months
of design and exploration, we came to the conclu-
sion that passive shielding techniques, even if semi-
open, are too heavy to allow for a transportable ma-
chine. A full Faraday cage for the machine, made
out of a few mm thick Cu and Al plates would eas-
ily weigh in the hundreds of kilograms and raise the
size of the machine to a few cubic meters. Also, DC
shielding composed of ferrites or mu-metal are even
more heavy, expensive, and very fragile. On the
other hand, active compensation techniques have
recently proven to be extremely effective in the
framework of low or ultralow field MRI. For in-
stance, Liu et al. 9 designed a technique to com-
pensate for polarization field fluctuations to retain
the needed magnetic field stability and homogene-
ity during the sequence. On the topic of RF noise
cancellation, the team of Ed X. Wu designed a 55
mT brain scan MRI that works with a cancellation
technique based on deep learning which can accu-
rately predict and substract the noise [46]. Their
results are displayed in fig. 14. We plan to im-
plement such techniques, as well as real-time noise
cancellation techniques which could be suitable in
our case given the relatively low frequency of work
of a few tens of kHz. We are lucky enough to have
experts in active shielding who are permanent re-
searchers in our lab in Paris.

5. Rapid low field MRI sequences. Working at
ultra-low fields is in the common wisdom often
synonym of very low signal-to-noise ratio, poor
image quality, and long acquisition times. This
has proven to be less and less true in the past
few years as tremendous efforts have been made
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to design rapid MRI sequences that use partial
sampling, image reconstruction, and clever explo-
ration of the k-space. Some examples of post-
treatment include the method of backprojection at
ultralow fields of Xiaodong Yang et al. [47] or the
SPARKLING method developed by Carole Lazarus
and Philippe Ciuciu [48]. Regarding sequences, the
team of Rosen at the Martinos center has made
good use of Steady state free precession (SSFP)
type of sequences, mostly balanced SSFP, that
have amongst the highest rates of SNR per unit
time of sequence, particularly adapted to ultralow
fields. In the same fashion, quantitative imaging
techniques such as Magnetic resonance fingerprint-
ing [49] has surged a lot of interest recently [50]
and could be a huge opportunity to complement
traditional high-field MRI, for instance in the case
of prostate cancer screening [51]. Given the long
times of acquisition at low fields, combining quan-
titative maps to generate synthetic contrasts is also
a promising route. Most importantly, we collabo-
rate with experts of low-field sequences, Eric Thi-
audière and Elodie Parzy of the Université de Bor-
deaux [52] [53] [54] [55]. In this collaboration, we
are currently designing sequences that take full ad-
vantage of the precious T1 contrast that can be ob-
tained at low fields, while keeping acquisition time
in an acceptable range of 5 to 8 minutes with close
to millimetric spatial resolution.

6. Low Tc SQUIDs. To keep the technological risk
at a minimum, we started working with the low-Tc

SQUID devices of STAR Cryoelectronics [6]. These
devices have the advantage of being very effective
in terms of intrinsic noise and shielding, while be-
ing easy to set up in our MRI experiment. We also
firmly believe that high-Tc SQUIDs for MRI is too
early of a topic for now. Long-term, we plan to fab-
ricate our own SQUID devices in collaboration with
the dense ecosystem of clean rooms and microfab-
rication facilities in the heart of Paris, close to our
lab at the ESPCI. Low-Tc is often associated with
lack of portability, either because of the cumber-
some procedure of liquid He filling and recycling,
or because of the heavy cryocooling system. In our
case, we are designing a light low-power cryostat
with a dedicated low consumption pulse-tube cry-
ocooler that provides 10 mW at 4 K, for a power
consumption of less than 1 kW and taking up no
more than 4 - 5 rack units.

Research axes

Given these core development topics, our long-term
strategy includes a sizeable part of research. Here are

some key topics that will constitute the technological
backbone of continuous improvement of our detection
performances, as well as opening opportunities for novel
applications.

1. Powerful low temperature amplification sys-
tems. The output signal of the SQUID, a tension
of order a few µV, needs to be amplified to a few V
for signal treatment and analog-to-digital conver-
sion. The readout electronics also include a feed-
back loop that maintains the SQUID at a point of
maximum sensitivity. If we want to take advantage
of the extraordinary performances of the SQUID,
these electronics need to have a very low input noise
level not to degrade the signal-to-noise ratio. In
most cases, apart from the pre-amplification stage,
all the electronics lie at room temperature and am-
plifier input noise is in the range of 1 nV/

√
Hz.

There is an interest to develop electronics fully
operating at 4 K to quantitatively improve input
noise performances. Our collaborators at labo-
ratoire APC - Université de Paris are developing
cold, ultra-low noise electronics for SQUID read-
out [56]. Their main application is the readout of
multiplexed TES (transition edge sensors), which
are superconducting bolometers used in the QUBIC
experiment, aiming to measure the polarization dis-
tribution of the Cosmic Microwave Background.
We are currently working to integrate this technol-
ogy into custom readout electronics.

2. One or many SQUIDs? SQUID networks have
been an active topic of research since the late 90s.
Imagine you have a network of N identical SQUIDs
in series that feel the same magnetic flux Φ. At
least in theory, if all the detectors are in phase, the
total voltage drop across the N SQUIDs will be
the sum of all individual in-phase voltages, making
the maximum sensitivity of the system ∂V/∂Φ N
times higher than the sensitivity of one individual
detector. This is a case of constructive quantum
interferences. In practice, things are not so simple.
If detectors are all independent, the noise sums up
in the chain as

√
N and sensitivity only grows as√

N . Taking into account screening, this figure in
fact saturates quickly as the chain grows. Also,
the V (Φ) characteristic remains non-linear in an
identical multi-SQUID chain, which needs adapted
feedback electronics for a multi-SQUID system.
This problem has been famously circumvented with
the discovery of SQIFs (superconducting quantum
detection filters), which are non-identical SQUID
chains with special surface distribution. These
SQIFs allow to have a non-linear characteristic with
a broad antipeak around Φ = 0, allowing operation
without a feedback loop, which implies a greater
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FIG. 14. Deep learning-driven noise cancellation in a T2-weighted 55 mT brain scan. On the left, the result of the acquisition
with our without the cancellation technique applied. On the right, The amplitude of the signal in arbitrary units with or
without the activation of the transmit RF channel. The algorithm-predicted signal (in purple) matches very well the measured
signal (in blue) and allows for correction of the RF noise, which gives the clean corrected signal (in orange). [45]

dynamical range and the possibility to work at ul-
trahigh frequencies. These systems have been suc-
cessfully implemented with high-Tc SQUIDs by our
collaborators at ESPCI [57]. Whether in identical
or non-identical chains, we will have to find a way to
properly couple our flux concentrator to the chain
of SQUIDs such as every detector is in phase with
one another, while keeping the geometry carefully
controlled and the noise minimal.

3. Higher temperature SQUIDs for more effi-
cient cryogeny. As we previously pointed out a
couple times, we believe that despite some promis-
ing recent advances, high-Tc SQUIDs for MRI re-
mains to this day too challenging of a topic for
commercial use in the foreseeable future for two
main reasons: the high level of thermal noise due to
higher temperatures and the difficulty to fabricate
ceramic Josephson junctions in a convenient, repro-
ducible fashion. However, if we put aside the high-
Tc cuprates, another higher temperature supercon-
ductor could prove very promising for SQUID MRI:
magnesium diboride, or MgB2. This material has
a relatively high transition temperature of 39 K
and is notoriously easier to fabricate and engi-
neer into wires and Josephson junctions than High-
Tc cuprates [58] [59]. MgB2 SQUIDs have been
successfuly used in a clinical context as potential
probes for magnetocardiography [60]. At the end
of 2022 we started a PhD project in collaboration
with the University of Turin on the topic of MgB2

SQUID detection systems of NMR and MRI. The
results of this research project could prove very
valuable to design an even lighter MRI system, as
the benchtop cryogenic machines required to cool
the SQUID to about 30 K are a lot lighter, less ex-
pensive and less power-consuming than their 4 K
counterparts. Recently, MgB2 SQUID equivalent

flux noise have been measured at 36.5 K, reaching
270 µΦ0/

√
Hz, which is very promising at such high

temperatures [61].

4. Other biomedical NMR devices. NMR, and
in particular low-field SQUID-detected NMR has
enormous potential for diagnosis, patient monitor-
ing, or screening in fields other, but related to
MRI. Magnetic resonance relaxometry [62], for in-
stance, is an old technique that is lot easier to im-
plement than MRI at low fields and can prove ex-
tremely useful for screening. It is not so used in
a traditional MRI scan where the MRI sequences
are a lot more useful, but could prove all its po-
tential when implemented in a portable, inexpen-
sive device. Also, technologies measuring biomag-
netism such as superparamagnetic relaxation, mag-
netoencephalography, magnetocardiography could
very well benefit from a SQUID system with im-
proved sensitivity, even if the operation outside a
magnetically shielded room is still an open ques-
tion. Finally, diagnosis techniques involving mag-
netic immunoassays, which use magnetic nanopar-
ticles to label zones of interests (tumours for in-
stance) could benefit from increases in signal-to-
noise ratio from our detection technology, making
them potentially viable at scale.

5. Non-medical applications. One big advantage
of working at ultralow fields is the possibility to do
an MRI in presence of metallic components. In tra-
ditional high-field MRI, gradients of high intensity
of order 100 mT.m−1 are used, with switching times
below 1 ms. If metallic parts are present, eddy cur-
rents are generated, which create a low of electro-
magnetic noise. On top of this, there is a great
magnetic susceptibility difference between metallic
and non-metallic parts of the sample. This causes
magnetic field gradient artifacts that destroy the
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linearity of the gradient field pattern used to per-
form MRI. All these problems are alleviated at low
field where low gradient intensity of a few mT/m
are used [42]. This makes a strong case for the
use of ultra-low field MRI for patients with clips
or pacemakers, and on the battlefield for soldiers
with bullet wounds. Another very promising, non-
medical application would be the imaging of a fully
metallic sample. This is impossible with high-field
MRI for the reasons stated above, but most im-
portantly because of the skin effect of conductors.
When a propagating electromagnetic field reaches
a conductor/dielectric interface, eddy currents are
created inside the conductor. These current in turn
generate another magnetic field that compensate
the incipient magnetic field. This make the total
magnetic field effectively die out when going inside
the bulk of the conducting sample. The skin depth
δ is a measure of how deep the magnetic field can
penetrate inside the metallic sample:

δ =

√
2ρ

µ0µrω
, (25)

where ω is the pulsation, ρ is DC resistivity, µ0

is the permeability of vacuum and µr is the rela-
tive permeability of the sample. Taking an order of
magnitude of ω = 50 MHz in traditional high-field
MRI, the skin depth in most metals will usually lie
below 100 µm, which makes MRI of metallic sam-
ples impossible. In the case of low-field MRI, how-
ever, working at frequencies that are 3 to 4 orders of
magnitude lower means that we can get an increase
of 30 to 100 on the skin depth to reach a few mil-
limeters to a few cm, depending on the material’s
resistivity. This makes it possible to perform an
image of a metallic sample, and could be used for
inspection of electronic components, Li-ion battery
health and charge monitoring [63][64], or metallic
container inspection in sea transport.

Should we really use SQUIDs?

This question might look provocative given the scope of
the paper, but designing and building an optimal SQUID
readout chain takes a lot of time. Also, the limit under
which low-Tc SQUIDs start to be better than inductive
antennas is at a few 10 mT, not very far from the 1 mT
field we plan to use. Therefore, it is a worthwile question
to ask whether building a SQUID detection system is
really worth the time and money investment at this stage.
We believe the answer is yes, and below we give a few
quantitative arguments to back it up.

Toy model

As a toy model we consider an inductive antenna of
diameter D = 10 cm made of 1 mm commercial Cu wire,
cooled down to 50 K. The number of turns in the coil is
N , we start by considering the case N = 1. It has a DC
resistance of R = 1 mOhm and an inductance of La = 1
µH. The SQUID we use is a STAR Cryoelectronics model
SQ2600 with the following parameters: input coil induc-
tance Li ≃ 2.5 µH, equivalent input flux noise nΦ0

= 3
µΦ0 /

√
Hz, transfer coefficient CT = 200 µV/Φ0, input

coil coupling 1/M = 0.1 µA/Φ0 and equivalent input cur-
rent noise ni = 0.3 pA /

√
Hz. The goal is to compare

the performances of this antenna in two cases:

� Used as an inductive antenna coupled to a high
impedance low noise voltage preamplifier,

� Used as a pickup coil for the SQUID magnetometer
in a current-sensing configuration.

In these conditions, as we have R << Laω, the
impedance is dominated by the inductive part. The
Johnson noise in the antenna is

δi1 =

√
4kBTR

(La + Li)ω
≃ 1.8 pA/

√
Hz. (26)

In any well-designed signal readout chain, each of the
parts should contribute to a comparable degree to the
total noise. Hence, as the equivalent input noise of the
SQUID is ni = 0.3 pA /

√
Hz, the noise in the pickup coil

should be decreased by about one order of magnitude to
take full advantage of the sensitivity of the SQUID. This
can be achieved by using a pickup coil with a greater
number of turns, as will be the case in our setup, where
gradiometric coils are used. The equivalent tension noise
in the coil is δu1 =

√
4kBTR ≃ 2 pV/

√
Hz. Most com-

mercial preamps have input noises of order a few 100 pV
/
√
Hz at best[65], so it makes sense to consider using

SQUIDs.
Now we should compare performances of the full sys-

tems in terms of detectivity threshold. The magnetic field
in a B0 = 1 mT NMR experiment is of order B2 = 100
fT. The electromotive force induced in the antenna is
e = ωB2S = 200 pV, with ω = γB0 and S = π(D/2)2

the surface of the coil. In the case of inductive detec-
tion, this gives a signal sind = ωS = 2000 V/T at the
input of the preamp. Regarding the noise, the dominant
contribution comes from the input noise of the preamp,
np ≃ 0.5 nV /

√
Hz. In the case of inductive detection,

we get a detection threshold

d
(ind)
t = 250 fT/

√
Hz. (27)

In the case of the SQUID, the coil noise na dominates
the SQUID’s input noise. At the output of the SQUID,
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the equivalent noise is

n(sq)
a = MCT

√
4kBTR

(La + Li)ω
. (28)

Then, the output signal is given by

ssq = CTS
M

La + Li
, (29)

which gives a detection threshold

d
(sq)
t =

√
4kBTR

Sω
≃ 3.5 fT/

√
Hz. (30)

With this toy model, the SQUID has a detection thresh-
old about two orders of magnitude lower than inductive
detection at 1 mT, which is big enough of an improve-
ment to consider making the investment in hardware and
development time for our device. Now let’s see how this
result changes with more complicated pickup coil geome-
tries.

Adding more turns to the coil

The three parameters that are affected by the number
of turns N in the coil is the coil’s resistance R, which is
proportional toN , the coil’s inductance La, which goes as
N2, and the detection surface S, which is proportional to
N . The detectivity threshold of a SQUID with N turns
in the pickup coil is then simply proportional to 1/

√
N .

Naively, we would think then that we should increase the
number of turns as much as possible to kill the Johnson
noise, but this rule only holds up to the point where
the Johnson noise becomes comparable to the intrinsic
SQUID input noise ni. In fact, this is a very general rule
that in any well design detection chain, each part should
contribute equivalently to the total noise.

The optimal number of turns in the pickup coil is found
when comparing the two sources of noise:

n(sq)
a (Nopt) = n

(sq)
i (Nopt), (31)

which gives the implicit equation

Nopt =

(√
4kBTRNopt

niLaω
− Li

La

)
. (32)

With our parameters, we find Nopt = 7.15.

WHAT WE ARE DOING

In July 2021, two years ago, we set up our lab in the
ESPCI, Paris, starting with nothing but an empty room.
In just two years, we managed to build from scratch sev-
eral iterations of a NMR-ready ultrasensitive SQUID an-
tenna, the first version of an active noise cancellation

system, and to run our first MRI sequences with induc-
tive detection at 1 mT. While our first results can be ex-
plained in just a few paragraphs and figures, the physi-
cists reading this will know that they are the product
of a long series of trials, errors, and countless experi-
mental problems to fix. We thought it would be a good
idea to detail this journey for several reasons. First, for
investors, future clients, and business partners to get a
clear picture of what building an MRI machine with new-
generation magnetometers involves. Secondly, to foster
discussions with other physicists who might know solu-
tions to our problems and would like to join the adven-
ture!

We are lucky to have built a world-class team of young
scientists and engineers covering a wide background of ex-
tremely hard topics. People in Chipiron have worked in
the past on quantum phase transitions, integrable mod-
els, laser spectroscopy, bidimensional condensed matter,
Deep Learning for protein folding, the Big Bang, and of
course SQUIDs and MRI. This gives us the necessary
creativity to constantly solve the problems that arises.
To give us guidance on such complex topics, we secured
some collaborations with seasoned scientists with whom
we interact at least on a weekly basis:

� Fabrice Voisin from the laboratoire Astroparticule
et Cosmologie (APC), of the Université Paris Cité.
Fabrice is an expert of SQUIDs and low-noise elec-
tronics.

� Julien Kermorvant from Thales. Julien has exper-
tise in SQUID detection systems, and has already
performed MRI acquisitions with High-Tc multi-
SQUID systems called SQIFs.

� Elodie Parzy and Eric Thiaudière from the Lab-
oratoire Résonance Magnétique des Systèmes Bi-
ologiques of the Université de Bordeaux. Elodie
and Eric worked for more than 20 years on low and
ultra-low field acquisition strategies and MRI in-
strumentation.

� Stéphane Holé and Jérôme Lesueur from the ES-
PCI, who have expertise in SQUID fabrication and
characterisation, as well as ultra-low field NMR in-
volving SQUID detection. This very specific com-
bination of technological bricks, as well as the very
high standards of scientific excellence at the ESPCI
is the perfect place for us to thrive.

Building a SQUID detector from scratch involves a lot
of troubleshooting in electronics, cryogeny, mechanics,
noise management, and countless other topics. Below we
list a few of the main problems we had to deal with while
building, and how we managed to solve them.
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Work in the lab

Cryogeny

A SQUID being made out of superconducting mate-
rial, it requires cooling to very low temperatures of 4 K
to operate. There are two ways to go about this: you can
use a cryogenic liquid as liquid Helium, which is getting
more and more expensive ($2000 for a 100 litre container
today versus less than $1000 three years ago) and is non-
renewable. The other solution, which we chose, is to use a
cryogenic machine, much like your kitchen’s refrigerator.
It consists of a compressor, which compresses gaseous He-
lium and sends it to a cryocooler, in our case a pulse-tube
cryocooler, in which the gas expands and cools down a
metallic plate on which you place the device you want to
cool, in our case the SQUID chip. The Helium flow is in
closed loop with no losses, which means there is zero
Helium consumption. A pulse-tube cryocooler is pre-
ferred over other technologies such as Gifford-MacMahon
or Stirling machines because they produce less mechan-
ical vibrations, which would impact the noise levels. In
our first experiment, we use a Sumitomo RP-082B2S with
a F-70 compressor [66] which consumes about 8 kW of
electrical power for a total weight of 150 kg, and provides
900 mW of cooling power at 4 Kelvin. This system has
enough cooling power to allow us to try a lot of differ-
ent antennas and SQUID configurations without worry-
ing too much about constraints of performance of other
parts of the system. This is a general trend with all the
other parts of the experiment: to unlock the first tech-
nological bricks, we start with the most powerful instru-
ments and hardware parts, even at the cost of a lack of
transportability and high price. In the case of cryocool-
ing, we estimate that we could easily cool the SQUID
with 100 times less cooling power than what we have
now. In the final product, a lighter cooling solution will
be preferred to make the machine transportable and easy
to use.

The SQUID is placed inside a sealed metallic box, the
cryostat, from which you remove all the air with a vac-
uum pump to reach pressures of order 10−7 mBar, about
ten billion times less that the ambient pressure. You need
low pressure to ensure the SQUID doesn’t heat up from
convection and diffusion. Our first three cryostats have
been built by MyCryoFirm, a cryogenic company close to
our lab. On the second iteration, we added mechanical
springs for microphonic noise reduction, while the third
cryostat holds a RF-transparent composite part to ac-
commodate a 40 K-cooled pickup coil to perform SQUID
MRI on small field-of-view phantoms (80 mm). In paral-
lel to these developments, we are working with the french
company Absolut System in Grenoble to build a very-low
consumption 4 K cryostat that will make the whole de-
vice truly portable. The first iteration of this portable

cryostat will arrive in summer 2024.
Another topic is the cooling of the antenna itself with a

big enough field-of view (200 mm or more). As we men-
tioned before, cooling the antenna helps to reduce the
Johnson noise in conductors, allowing for an increase in
SNR. We will perform this cooling with the first stage of
our pulse-tube cryocooler, which produces 35 W of cool-
ing power at 45 K. The idea is to implement a circulation
of gaseous He, known for its very high cooling efficiency,
which will cool down on the first stage of the pulse tube
and circulate along the antenna in a specifically designed
light and RF-transparent cryostat. We performed some
thermodynamics and fluid mechanics simulations to di-
mension the system, in particular the radius of the pipes,
cooling power required, and power of the mechanical
pump. Reaching temperatures between 20 and 40 K, this
will allow to reduce the Johnson noise sufficiently to go
below the input noise level of the SQUID. These temper-
atures are also high enough to image room-temperature
body parts with the antenna very close to the sample.
This light cryostat project was just kickstarted in April
2023.

Dealing with SQUIDs

The reason we are using SQUIDs is, of course, be-
cause they have an exquisite sensitivity. This also means
that installing and running a SQUID detection system
requires a lot of precautions to properly thermalize the
system and avoid picking up parasites.
All the leads to the SQUID, including the pickup coil,

and the output cables have to be properly heat sunk.
Contrarily to most SQUID experiments that are per-
formed inside a wet cryostat using liquid He, we use a
pulse-tube cryocooler and the SQUID is cooled on a cold
metallic plate in vacuum. All the cables and SQUID have
to be cooled with a thermal metallic link to the plate.
This has to be done extremely carefully to avoid shorts,
ground loops, and picking up parasites. This includes
careful soldering, proper shielding of all cables, and the
use of twisted pairs to reduce noise to the minimum. Be-
cause everything is metallic, it is very tricky to keep the
pickup coil and the SQUID electrically floating and avoid
to create ground loops while ensuring good thermaliza-
tion. On top of this, it is useful to use cryogenic trans-
formers for ground isolation of the SQUID [67]. Analog
filtering in the input line is also important for two rea-
sons: to improve the signal-to-noise ratio, and to prevent
high-frequency signals from destabilizing the SQUID’s
feedback electronics. Typical noise picked up by the ca-
bles comes from instruments in the lab, elevators, passing
cars or trains. In our case, the biggest source of noise was
microphony from the pulse-tube cryocooler, which comes
from induced current inside vibrating cables in an inho-
mogeneous background magnetic field. The cryocooler
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FIG. 15. The inside of our 4 K cryostat, where the SQUID
and prototype cold antennas are cooled down. The top plate
is at 40 K and will be used for the cooling of the antenna.
The bottom plate is where the SQUID is cooled to 4 K. The
copper braids and carbon pillars are used to limit the effect
of vibrations that create microphonic noise.

FIG. 16. Installation of a 50 K to 4 K input line connecting
the pickup coil to the SQUID.

FIG. 17. A SQUID magnetometer, model SQ2600 of
STAR Cryoelectronics mounted with readout electronics
and a Niobium shield assembly (shield open on the pic-
ture). The SQUID chip is protected under the resin layer
on the left side of the picture. The input coil can be
accessed through the two Niobium pads, leads are intro-
duced in the shield through the thin metallic tube on the
top. We use a copper thread as a heat sink to properly
thermalize the chip, by connecting it to the cold plate of
the cryostat.

FIG. 18. Several washer design SQUID chips under the
microscope. The two big squares on the chip are the
input coil, the Josephson junctions of the SQUID can be
seen between the two coils in the center. The different
elements (feedback coil, SQUID output, input coil) are
reached through the gold pads on the edges of the chip.

functions with a cycle of compression-decompression of
Helium gas. In comparison with other similar cryocool-
ers like Gifford-MacMahon, pulse-tubes produce a lot
less mechanical vibrations, because there are no moving
metallic parts in the cold head. Still, there remains some
unavoidable residual vibrations that propagate through
the rigid parts of the cryostat,and the cables that are
bound to it. There are three ways to curb microphonic
noise:

� Using shielded cables, to limit the interaction with
background magnetic fields.

� Using cables wound in twisted pairs. Locally, the
currents created in each cable cancel each other,
which limits the noise.

� Reducing mechanical vibrations to the minimum.
For this last point, we modified our cryostat to
tie the cold plates to the pulse-tube with copper
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braids, as can be seen on fig. 15. This gives some
flexibility to the structure and kills most of the very
low frequency noise below 1 kHz.

Once the system is all set up with protected and well
heat-sunk leads, we can start some magnetic detection
measurements. First, you start by directly injecting some
current in the input coil of the SQUID, either through the
input coil via a low-noise stabilized current source, or via
the feedback coil. This does not require a pickup coil to
begin with. This first step is used to set the parameters
of the readout electronics, mainly the gain of the pre-
amplifier and flux lock loop. This allows to control the
bandwidth of detection (which we want to keep up to 100
kHz in our case) and the dynamical range (less important
because we measure very tiny signals of order 1 pT). One
has to be very cautious with the amplitude of the current,
anything above 100 µA can destroy the chip by creating
a short between one of the input coils and the SQUID.

Now, the next step is to perform a magnetic detec-
tion experiment with a pickup coil, through radiative
coupling. To start, it is easier to use a reduced-size
pickup coil wound from superconducting Niobium wire,
like in most SQUID MRI experiments. With this con-
figuration, we can test the effect of the geometry in a
very controlled environment, where the very low tem-
peratures suppresses most of the Johnson noise. Also,
we can enclose the detection system in a Pb box, Pb
being superconducting below 7 K. Because of the Meiss-
ner effect, superconducting shields are extremely effective
for magnetic shielding, much more than typical room-
temperature magnetic materials. Then, once environ-
mental and intrinsic noise has been reduced to a mini-
mum, one can place a source of signal inside the shield,
namely a small copper loop carrying a small alternating
current at a given frequency. As SQUIDs are so sensi-
tive, it is extremely important to reduce the noise to a
minimum and to use very small signals for testing, as any-
thing too intense will quickly put the flux-lock loop out
of its operating range, and more generally saturate the
detection system. With this configuration, we can safely
compare the response of different sizes and geometries of
flux concentrators with the same source and background
noise, which gives as a result comparisons of signal-to-
noise ratios. More details on this experiment in the next
part.

To test our technology in a more realistic environment,
we need to perform the same detection experiment with
a full-scale Copper antenna at room temperature. In
fact, in our final product, the antenna will have to en-
close the sample of interest, in our case a part of the
human body. With this configuration the antenna can-
not be confined to the depths of the 4 K cryostat. Our
simulations show that with a cylindrical antenna of typi-
cal length 30 cm and diameter 20 cm, it is realistic to
cool the antenna down to 20 to 30 K while keeping

FIG. 19. Prototype of a copper volume gradiometer
pickup coil.

FIG. 20. Prototype of a Copper saddle pickup coil.

the cryogenic requirements low enough to design a light,
open design cryostat that can adapt to many parts of
the body. This means that Niobium superconducting an-
tennas are out of the questions, and that we will rather
resort to high-quality Copper antennas, or, if our tri-
als are successful, medium-temperature superconducting
magnesium diboride (MgB2) [68] antennas.

The first step is to build a room-temperature antenna,
then progressively scale down the temperature first with
liquid Nitrogen for simplicity, to reach 77 K, then with a
light dry cryostat and a custom cryogenic system based
on a pulse-tube cryocooler and gaseous Helium circula-
tion to go below 30 K. We built some prototypes of Cop-
per flux concentrators with 3D printed frames, that can
be seen in fig. 19.

As was pointed out at the beginning of this part, run-
ning leads from the 4 K SQUID input to the room-
temperature coil raises number of challenges: proper
thermalization of cables, ground isolation, mechanical vi-
brations that turn into noise via microphony. We are
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currently solving these problems with cryotransformers,
careful wiring, and mechanical vibration reductions. To
deal with the extreme sensitivity of the SQUID, in the
cold 4 K case, we used superconducting lead shields to
reduce environmental noise and allow us to use extremely
weak signals. At room temperature, obviously, it is hope-
less to use superconducting shields, hence active shielding
strategies like the one described in [45] will be used.

Coil design

To increase the SNR of the SQUID MRI experiment,
a key ingredient is the geometry of the flux concentrator.
Going from a typical second-order gradiometer surface
antenna to a volumetric geometry allows to gather more
signal, while keeping a gradiometric configuration pro-
tects the detection system from outer noise.

There is a simple argument to be made regarding the
potential SNR increase we can get with a volumetric ge-
ometry. Consider the toy model presented in fig. 21.

By the reciprocity principle, the sensitivity of an an-
tenna to the field produced at a point M in space is pro-
portional to the field created at M by the same antenna
carrying a unit current. We will compare the antennas by
considering the field produced at large distances z, repre-
senting faraway noise, and the field produced at close dis-
tances, representing the NMR signal. At large distances
z on the axis, the (normalized) magnetic field produced
by the surface or the volume antenna, Bs(z) and Bv(z)
respectively, for unit current is:

Bs(z) = 12r2sz
−5b2, (33)

Bv(z) = 24r2vz
−5Hvb

2, (34)

where quantities are defined in fig. 21. To compare the
two antennas, we define Qnoise = Bs(∞)/Bv(∞), in our
case

Qnoise =
r2s
r2v

b

2Hv
. (35)

Then, the ability of the antenna to pickup a signal around
the sample position is measured by its sensitivity around
z = 0. We define Qsignal = Bs(0)/Bv(0), in our case

Qsignal =
r2v
r2s

H5
s

2bH4
v

. (36)

The relative gain in SNR for our antenna can me mea-
sured by the function

Γ =
SNRvol

SNRsurf
= QsignalQnoise, (37)

putting everything together we get

Γ ∼ 1

4

(
Hs

Hv

)5

∼ 8. (38)

FIG. 21. Second order surface gradiometer with baseline
b = 4 cm, radius rs = 5 cm and distance from the base
of the antenna to the sample Hs = 20 cm. These values
are taken similar to common implementations of second
order surface gradiometers in the literature.

FIG. 22. Order one volume gradiometer with parameters
baseline b = 4 cm, radius rv = 10 cm and distance from
the base of the antenna to the sample Hv = 10 cm. These
values are close to the typical values we aim for for our
first clinical application. Most importantly, the parame-
ter Hv can be made a lot smaller in the volumetric case
because the sample can be brought globally closer to the
antenna.

This small calculation outputs a factor of 8 increase in
SNR and shows that it is a good idea to try a volumetric
geometry. This result stays qualitatively robust even if
we consider noise coming from non-infinite distances, as
is shown in fig. 23. The volumetric antenna acts as a or-
der 1 gradiometer while the surface is an order 2, meaning
we lose a bit of power in terms of noise rejection. How-
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FIG. 23. Increase in SNR four our volumetric geometry com-
pared to the usual surface case, as a function of the distance
of noise sources. In a typical working environment (lab, hos-
pital), most of the noise comes from instruments, power lines,
or passing vehicles, that are at least a few meters away. An
increase of at least 5 is a conservative figure to estimate what
we would expect for a typical SNR increase.

ever, the dominant factor is that in the volumetric case
the antenna is globally closer to the sample, and this ef-
fect is leading the SNR increase. Of course, the precise
details of the antenna, such as the type of geometry (sad-
dle, birdcage, etc.), the material used, the cooling tem-
perature, will be determinant and be assessed by further
simulations and experimental data. Already, the first
measurements we performed on cold Niobium antennas
shielded in a 2-mm thick superconducting Pb shield (re-
sults to be presented at EUCAS 2023 in Bologna) shows
this increase in SNR in good agreement with the previ-
ous formulas, but this remains to be confirmed by further
data acquisition.

Another important parameter in the equation is the
inductance of the pickup coil. It can be shown from sim-
ple electrokinetics that for a magnetic flux Φext that is
input on the pickup coil, the corresponding flux Φs seen
by the SQUID is given by

Φs =
k
√
LsLi

Lp + Li
, (39)

where (Ls, Li, Lp) are the self inductances of the SQUID,
the input coil, and the pickup coil, respectively. The
SQUID and the pickup coil are coupled with a mutual
inductance M = k

√
LsLi. The parameters Ls and Li

are fixed by the manufacturer of the SQUID chips, in
our case for the model SQ2600 of STAR Cryoelectronics
we have Li ≃ 2580 nH and Ls is very small. Usually for
a single-turn pickup coil with dimensions 10 cm or more,
Lp will be in the range of a few µH to more than 10 µH,
always above the value of Li. In this case, as we want to
maximize Φs for a given Φext, it is always beneficial in
terms of sensitivity to keep the inductance of the pickup

FIG. 24. Prototype of a copper RF transmit coil. This par-
ticular coil of the multi-saddle coil type is used for emission
of the RF signal in the MRI experiment. We modelled this
coil according to Nacher et al. a

a Nacher et al., The European Physical Journal D: Atomic,
molecular, optical and plasma physics, EDP Sciences 310
106638 (2019).

coil as low as possible. This can be achieved in practice
by using wires of greater diameter, and by keeping the
size of the pickup coil as small as is allowed by the clinical
application envisioned.

MRI coil design

Shifting a bit from magnetic detection, which is the
core of our technology, let’s talk a bit about how we de-
sign and choose MRI hardware. While there will be little
innovation on this side compared to the SQUID detection
system, we still have to design tailor-made coils and am-
plifiers that meet the specific requirements of low fields.

The first thing we can look at is the radiofrequency
excitation system. We will be using very standard RF
coils, from saddle to birdcage to more complex geome-
tries to maximize homogeneity and efficiency, like the
one described in fig. 24.

To power this coil, we need a RF amplifier that can
provide high power pulses in a short amount of time to
excite the spins of the sample via the RF coil. A cylindri-
cal coil of diameter 20 cm and length 30 cm has volume
of about 1 L, but coils for whole-body applications have
bigger volumes, let’s take a volume V = 10 L as a refer-
ence. This volume will be illuminated with a RF pulse
of amplitude B1 that tilts the spins of the protons in the
transverse plane. With a RF pulse of duration τ , the flip
angle α is simply α = γB1τ . Let’s take as a reference
a field B1 = 10 µT, which corresponds to a pulse dura-
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tion τ = 600 µs. The total electromagnetic energy E0

required to generate this field B1 over the volume V is

E0 = V
B2

1

2µ
, (40)

where µ is the sample’s magnetic permeability, close to
the permeability of vacuum µ0. Generating this energy
E0 with a coil of inductance L and a current I requires
an input energy

E0 =
1

2
LI2 (41)

equalizing these two terms, with a coil of inductance 2.5
µH we need to provide a RF current of I = 0.6 A. In
terms of power, with a Z = 50 Ohm output, we require

P = ZI2 ≃ 16W. (42)

To be on the safe side, we chose to use a 150 W RF
amp manufactured by the company RFPA in Bordeaux,
France [69]. These amps are already light enough, in
the future we will be able to lower the power rating to
increase portability even further.

Now, regarding the gradient system, we choose to keep
a very open geometry by using biplanar fingerprint gradi-
ent coils. The fingerprint design, presented in fig. 25, al-
lows to drastically lower the inductance of the coils com-
pared to a simple wire system, which lowers the voltage
rating you need for the amplifier. Gradient amplifiers
can very quickly become very heavy and power consum-
ing if you don’t plan in advance carefully your coil design.
Again, to keep in mind the portability of the device, we
chose to work with the model XPA-175-350 of IECO [70],
which can provide a peak intensity of 175 A for a peak
voltage of 350 V. The requirements of the system of gra-
dient coils are the following:

� Linearity of the field below + − 5% to keep image
distortions to a minimum.

� Rise time of 250 µs for a maximum gradient ampli-
tude of 5 mT/m, which gives a required slew rate
of 20 T/m/s for the amplifier.

� Taking into account the duty cycle and pulse du-
ration, we consider a maximum current of 70 A in
the coils. Considering the slew rate and maximum
gradient amplitude, this gives a limit of about 1
mH and 700 mOhm to the gradient coils.

Given these specifications, as well as the geometric con-
straints, we worked with our partners Pure Devices [71]
to design custom biplanar gradient coils printed on PCB
plates. PCB manufacturing is cheap and permits mass
production of coils once when we start to scale the pro-
duction. The results of the design are shown in fig. 25.

FIG. 25. Simulation results for the Y gradient plates with
a fingerprint design. The dashed lines represent the mean
path of the currents while the solid lines are the clearance
lines between two current paths. The number on the lines
represent local current density in arbitrary units. The
gradient plates have simulated inductance ≃ 0.2 mH and
DC resistance 130 mOhm, in accordance with the require-
ments. The peak Joule dissipated power is about 600 W,
which should only require simple air cooling.

FIG. 26. A picture of the Z gradient PCB ordered from
the manufacturer in accordance with the simulations.

Finally, we need a B0 coil which is homogeneous
enough while keeping low-consumption and portability
features. To be on the safe side regarding homogene-
ity, we chose to start our first experiment with a copper
square Merritt coil that delivers a 1 mT field (using a 40
A steady current) with 50 ppm homogeneity over a 20
cm wide field-of-view. The coils are 2 meters by 2 me-
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FIG. 27. Discussions inside the B0 coil, the big PCBs
serve as gradient plates. The RF transmit coil and pickup
coils can be seen between the PCBs.

FIG. 28. The aluminium frames of the B0 coil from the
outside.

ters, and were designed and assembled in Spain by our
partners at Serviciencia SLU. This set of coils is pretty
far from transportable, but we want to start in the best
conditions homogeneity-wise. This homogeneity figure
can be degraded in the future with smaller coils, to in-
crease portability, and using the gradient coils for order-1
shimming. At 1 mT, with 50 ppm homogeneity, we have

γ

2π
δB0 ≃ 2 Hz, (43)

which is smaller than 1/T2 for almost all tissues and
hence does not degrade the T ∗

2 significantly. Regarding
temporal stability, we use a feedback loop to keep the
DC and very low frequency (below 100 Hz) within a 100
ppm range. This is detailed in the next section.

First results

Comparison between volume and surface pickup coils

To compare the SNR we can get with a volume pickup
coil compared to a traditional surface one, we designed
a simple experiment. The sinusoidal signal emitted by
a small source is picked up by a SQUID detection sys-
tem with a room-temperature gradiometric volume coil

FIG. 29. Main figure. Numerical simulation of the ra-
tio between the SNR obtained with the volume gradiometer
and that of the surface gradiometer, with respect to distance.
When the source is more than 4 meters away from the gra-
diometers, playing in that case the role of a noise source, the
increase in SNR saturates to 16, which is the maximum SNR
increase we can hope to get in an actual MRI experiment,
where most noise sources are a few meters away from the
field of view. Insert. Experimental data (full lines) and sim-
ulation (dotted lines) of the SNR increase between 10 cm and
1 m from the center of the volume gradiometer.

on one hand, and the same system with a surface gra-
diometer, on the other hand. We measure the SNR on
the output voltage in both cases, and normalize the re-
sults by the coil’s effective surface.

The experiment confirm the increase expected from
simulations at short distances. The next iteration of the
experiment will be close to reality with cooled down coils
and a measurement range going to a few meters, which
will be possible in our next facilities by the end of the
year.

Sensitivity and stability of the detection chain

The current iteration of the SQUID detection chain
is comprised of a room-temperature copper pickup coil,
connected to the input coil of the SQUID via an input
line going from 300 K to the 4 K plate inside the dry cryo-
stat, comprising of a copper shielded twisted pair, a flux
transformer, and a niobium shielded twisted pair leading
to the input coil. The transformer is placed in a 1-mm
thick Pb box for shielding, and has 25 µH on the primary,
and 18 µH on the secondary, with no ferromagnetic core.
This transformer is used to make the pickup coil electri-
cally floating and cut the ground loops that destabilize
the readout, the inductances being chosen to maximize
the current transfer function. Tuning and matching ca-
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FIG. 30. Gain / frequency transfer function of the flux trans-
former. The gain at 42 kHz is -3 dB.

pacitors are also used for impedance matching.

We compared this version of the detection chain to a
more conventional readout with a low-noise Femto volt-
age preamplifier. We get a SNR of the same order of mag-
nitude, or slightly better with the SQUID readout. Our
first results validate the possibility of using SQUIDs for
MRI detection. We are currently working on the trans-
former efficiency and noise filtering in order to maximize
the SNR.

The next iterations of the readout chain will consist of
improving the gain of the transformer, cooling down the
pickup coil down to about 50 K to reduce Johnson noise,
and stabilize the readout to avoid jumps in the flux /
tension characteristic of the SQUID with careful analog
filtering.

First images

All of the acquisitions were performed using a room
temperature pickup coil coupled to a 4 K SQUID de-
tector (SQ2600, STAR Cryoelectronics), and a Pure De-
vices spectrometer for acquisition. The transmit coil is
a saddle coil of inductance 21.0 µH and of quality factor
Q = 12.7, while the receive coil is a gradiometric solenoid
of inductance 25.0 µH and of quality factor Q = 9.0. The
field is B0 = 1.0 mT, stabilized with a PID loop on the
measured magnetic field.

To obtain a first negative contrast image at 1 mT, a
water-based phantom was built, consisting of a commer-
cial paraffin candle (diameter 21 mm, length 130 mm) po-
sitioned coaxially inside a bottle (diameter 60 mm, length
130 mm) filled with doped deionised water (1.15 mM of
MnCl2) as seen in Fig. 33. Both the phantom and the
RF coils were positioned inside a 4-mm thick aluminium
box, used for electromagnetic shielding. Then, we built
a resolution phantom with more features, and produced
first gradient echo images displayed in Fig. 35. In Fig. 37
you can see a first acquisition on a piece of lamb meat,

FIG. 31. Comparison of the voltage outputs of the two
systems, the SQUID detection and the room-temperature
voltage pre-amplifier, with respects to frequency, in nor-
malized units. The preamp is set to 100 dB amplifica-
tion. The two antennas are enclosed in an 7 mm thick
Al Faraday shield and a sinusoidal signal at 42 kHz is
sent out from a small emission coil. In this configuration,
the SQUID amplification is on par, or better with a short
margin, than the classical low noise voltage preamp coun-
terpart.

FIG. 32. Comparison between two type of shields, a fully
closed Al box shield and a semi-open cylindrical Pb shield.
The Pb shield displays a greater signal output, we be-
lieve for geometrical reasons, as it is a cylindrical shield
whereas the Al shield has a parallelepipedic shape.

which will be improved to assess first anatomical details
and implement fat-sat techniques.

Active noise cancellation

Definitions Because of low signal intensity and de-
sired portability, our ultra low field MRI system suffers
from high susceptibility to noise: this includes both inter-
nal noise, typically Johnson-Nyquist noise, and external
noise, which is particularly present in unshielded envi-
ronments. Reducing external electromagnetic noise can
be done at several steps of a MR sequence, either ana-
logically (compensating for the magnetic field noise using
coils, subtracting the noise in the analog signal) or nu-
merically during post-processing (denoising the MR sig-
nal using data driven methods and/or artificial intelli-
gence). We summarize here current and future efforts to
reduce EMI noise in post-processing. For this, we chose
to apply methods for noise cancellation using external an-
tennas [72] [45] [73] [74]. The general idea behind these
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FIG. 33. Acquisition of a 3D GRE with our SQUID detection
system. The sequence parameters are: TR /TE = 20/8.3
ms, flip angle = 70o, matrix size = 23x13x5 pixels, spatial
resolution ∼ 5x5x40 mm3, bandwidth = 217 Hz/pixel. With
16600 excitations, the whole acquisition lasted 6 hours. K-
space filtering and in-plane interpolation into a 45x25 matrix
were performed in post-processing.

FIG. 34. 3D printed Resolution phantom, filled with water.
There are air-filled tubes inserted of different diameters: 10,
8, 5, 4, and 3 mm respectively.

methods is to use external coils placed close around the
MRI machine (and its Rx coil). These coils are made to
sample the EMI noise present in the room during the MR
sequence. The EMI noise is then digitally removed from
the Rx coil signal. Of course, one needs first to establish
a mapping between the noise signal as sampled by the
external antennas on one hand, and the Rx antenna on
the other.

Formally, we denote by S the signal coming from the
receive Rx coil, and by N1, . . . , Nc the noise signals ac-
quired by the c surrounding coils. Following the original
EDITER paper [72], it can be assumed that the signal S
is a simple sum of the “pure” MR signal S∗ and the EMI
noise N :

S = S∗ +N. (44)

FIG. 35. Acquisition of a 3D GRE with our SQUID detec-
tion system. The sequence parameters are: TR /TE = 67/9
ms, flip angle = 90o, matrix size = 101x17x9 pixels, spatial
resolution ∼ 10x10x30 mm3, spectral width = 25 kHz. With
350 excitations, the whole acquisition lasted 1 hour (4200 av-
erages for 12 hours).

FIG. 36. Lamb leg meat used for our first biological acquisi-
tion.

Here, other noise sources are excluded, or rather assumed
part of the pure MR signal S∗. Of course, S∗ and N are
not known. In order to recover S∗, we want to compute a
relationship N = f(N1, . . . , Nc) so as to remove N from
S.
Two types of methods exist for external coil based

noise cancellation:

� The first category requires calibration data ac-
quired outside the Rx acquisition, i.e. when S∗ = 0.
Indeed, this makes it easier to approximate the
mapping f as an explicit function that can be ap-
plied to noise signals during imaging. However, this
method requires a dead time to acquire the cali-
bration data either before the MRI is started, or in
between repetition times, thus increasing the min-
imum TR achievable.
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FIG. 37. Acquisition of a 3D GRE with our SQUID detection
system. The sequence parameters are: TR /TE = 70/11.2 ms,
flip angle = 70o, matrix size = 165x17x5 pixels, spatial reso-
lution ∼ 10x10x60 mm3. With 600 excitations (for 1 hour),
the whole acquisition lasted 1 hour.

FIG. 38. EDITER denoising algorithm performance on mock
signals after demodulation of noise signals. Numerical free
induction decay (FID) with T2 = 0.01 s and amplitude 0.1
mV. Up: Single shot FID. Bottom: Averaged over 10 shots.

� The second category does not require calibration
data and is thus applied on the fly to the MR sig-
nal, making it in theory applicable to any MRI se-
quence. These methods often require the assump-
tion of low correlation between S∗ and N [72], or
isotropy of the noise [74].

Preliminary results First, we assessed the efficiency
of external coil based noise cancellation outside of the
MRI setup.
A dataset of noise signals was generated using 7 coils:

one central coil which plays the role of Rx, and c = 6
surrounding EMI coils. Two methods were tested:

� A linear convolution based method, EDITER,
which is calibration free. EDITER was tested by
artificially adding a numerical FID to the Rx coil
signal.

� A deep nonlinear convolutional neural network
(CNN) which requires calibration data for train-
ing. The network was thus trained on part of the
generated dataset and tested on a separate part.

So far, both methods have achieved similar results in
terms of amount of noise amplitude of the corrected sig-
nal, but EDITER’s success seems more dependent on the
initial SNR. More tests with poorly synchronized and/or
differently post-processed signals (e.g. different tune and
match setup, different demodulation and filtering etc) are
ongoing.
One of the methods that can be used to numerically

assess the performance of noise cancellation algorithms
such as EDITER is to use the ratio of the remaining
noise in the corrected signal over the original noise for a
certain added numerical FID. More precisely, calling N
the noise at the MR coil level, and having added an FID
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S∗ as the pure MR signal, this ratio is computed as:

R =
std(SEDITER − S∗)

std(N)
. (45)

Note that this ratio is computed in the absence of a real
MR signal. On our mock signals, applying EDITER re-
sults in a ratio R of 30 to 40% (depending on the signal),
meaning up to 60-70% noise reduction. CNN gave perfor-
mances of R = 20-30%, thus beating EDITER, although
being by definition a calibration based method, CNN’s
computed ratio is based on a null FID S∗ = 0.

Integration of automatic noise cancellation into the
MRI setup The current MR console we use for our ex-
periments (Pure Devices) only has one analog input and
can thus not be used to sample EMI signals from sur-
rounding coils simultaneously as the signal from the Rx

coil. We have thus opted to use an acquisition board for
the EMI coil sampling, where synchronization between
the two devices is achieved via a digital trigger.

The MRI console samples signals at the ADC fre-
quency of 125 MHz, and internally applies demodulation
with respect to the Larmor frequency, and a decimating
filter to obtain filtered data at the requested sampling fre-
quency (25 kHz). We apply similar operations to the data
acquired via the acquisition board, so as to simplify the
task of mapping signals from the EMI coils to the Rx coil.
More precisely, the board samples signals at a frequency
of 5∗25 = 125 kHz. We then apply demodulation and fil-
tering before downsampling the data to 25 Ksamples/s.
To avoid aliasing effects on the EMI data, a low pass ana-
log filter with a cutoff frequency f = 125/2 = 62.5 kHz
is included in the lines of the EMI coils.

So far two EMI coils have been placed around the Rx

coil. Several positions and orientations of these coils have
been tested to optimize noise cancellation. The current
optimal positions are shown in Fig. 39. We have chosen to
proceed with EDITER as it requires no calibration data
and much less time for processing (computing the model
and the corrected signals): 1 to 3 minutes for EDITER
against 10 minutes for CNNs. The ANC protocol is thus
fully integrated and can be used automatically with all
sequences. Next paragraph shows results of this imple-
mented setup on FID and 1D GRE sequences using the
SQUID for amplification of the MRI signal.

Results We first tested our setup on FID sequences.
Here we show results of an example FID sequence where
EMI noise came from surrounding devices and sources.
No EMI signals were added artificially. The sequence
parameters were: TR = 60 ms, FA = 90. The data was
composed of 1000 TR shots, of 50 ms each, sampled at
a 25 kHz frequency. Fig. 40 shows in frequency space
the obtained signal from a single shot, 10 averaged shots,
and 100 averaged shots.

Next, we tested our ANC setup on several 1D GRE
runs which were also done using the SQUID in the MR

FIG. 39. Optimal position for the EMI coils.

FIG. 40. Original (red) and EDITER corrected (purple) FID
signals averaged over increasing number of shots. It can be
observed that the EDITER corrected data shows fewer and
smaller noise spikes. The correction ratio R for this run was
R=0.7.

line. Currently, our usual 1D GRE runs have a resolu-
tion of 39 pixels over a 40 cm FOV, where the console
data is acquired at 5 kHz with the corresponding readout
duration to obtain 39 pixels. We observed that the ANC
performance is suboptimal in these conditions, i.e. with
few data samples per shot. To remedy this, we decide
to double the readout duration and increase the console
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FIG. 41. Original (red) and EDITER corrected (purple) 1D
GRE signals averaged over increasing number of shots. It can
be observed that the EDITER corrected data shows fewer and
smaller noise spikes.

sampling frequency to 25 kHz (the same as for FIDs) for
the sake of noise corrections, thus having a 381 pixel 1D
k-space. In theory, this would increase the FOV of the
final image. However, we avoid this by going back to the
downsampled k-space (i.e. to 5 ksamples/s) after cor-
rection and before taking the inverse Fourier transform.
Results of ANC over one such 1D GRE run are displayed
in Fig. 41. The sequence was 10 minutes long, use the
gradient over the z dimension and 9000 shots were sam-
pled. It can be seen that the corrected data, even after
averaging very few shots, is well denoised and matched
the final averaged data over 9000 shots.

Conclusions and future work The results currently
obtained with ANC on FID and 1D GRE sequences are
encouraging and show the importance of methods such
as EDITER to reduce the electromagnetic noise in ULF
MRI, thereby reducing the number of shots needed to
obtain a good SNR. Future work includes increasing the
number of EMI coils for more optimal sampling of all
sources of noise, as well as testing the ANC setup over
2D and 3D sequences.

MRI reconstruction and trajectories

Sampling patterns There are three main competitors
for the near future to accelerate acquisitions rather than
using a conventional fully-sampled line-by-line Cartesian
sampling:

� Line-by-line undersampling following a Gaussian
distribution, typically over the 3rd k-space dimen-
sion (as done for example in [49]).

� Spiral trajectories, a non-Cartesian acquisition that
can be easily parametrized to match sequence spec-
ifications (readout length, resolution, field of view,
gradient constraints, etc). The k-space density can
also easily be changed to reinforce specific regions.

� Segmented-EPI trajectories, as high field litera-
ture showed it can compete with much more com-
plex non-Cartesian sampling patterns [75] such
as SPARKLING. In low-field, acquisition windows
will be reduced because of shorter T1 and T2, but
it would still provide significant accelerations.

All mentioned trajectories can be combined with partial-
Fourier acceleration, providing an extra multiplicative
factor from 1 to 2 in an ideal case where the image
phase is mostly static and composed of low image fre-
quencies. Indeed, in the absence of perturbations the
k-space is hermitian, and only half of it needs to be ac-
quired. In a more realistic case we would sample most
of the central-low frequencies, or would use scout images
to account for low-frequency perturbations. In addition,
planar non-Cartesian trajectories and EPI are compati-
ble with GRAPPA acceleration, once we reach a setup
compatible with parallel imaging using a large number
of receiver coils. Our main focus for the moment is on
EPI + Gaussian Undersampling.
Reconstruction Performances are currently assessed

using simulations based on the M4Raw dataset [76] ac-
quired at 0.3 T over 183 patients with 3 contrasts (T1,
T2, FLAIR). The images are modified to account to var-
ious artifact sources, such as thermal noise matching the
expected levels in our pipelines, observed B0 inhomo-
geneities, etc.
Before reaching a setup compatible with parallel imag-

ing and collecting datasets for deep learning, reconstruc-
tion algorithms are mostly limited to partial-Fourier re-
construction (typically with Projection Onto Convex Set
/ POCS [77] and all kinds of regularizations such as
in Compressed Sensing (CS) (typically L1 norm over
some wavelet domain). The same dataset is also being
used to anticipate acquisitions with multiple repetitions,
channels, but also for reconstruction using multiple con-
trasts [78].
Next steps Once target images on volunteers are

available, we could easily use different machine learning
approaches:
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FIG. 42. This partial-Fourier spiral would be able to reach
an acceleration factor of 4 over 4 ms readout windows with
10 mT/m gradients for an in-plane 2 mm target resolution, in
the absence of concomitant gradients and under ideal circum-
stances (no phase disruption or purely static low-frequency
phase disruption observed over scout images).

FIG. 43. Simulated results from the spiral acquisition of
fig. 42. As a comparison, our competitor Hyperfine reaches an
acceleration factor of 3.5 using Deep Learning based strate-
gies a.

a J. Schlemper et al., ISMRM proceedings 0991 (2020).

FIG. 44. Simulation of a 2D EPI 2x2mm2 acquisition of a
T2-weighted contrast with an acceleration factor of 3, an ac-
quisition window of 9 ms, and a gradient strength of only 4
mT/m. The simulation is carried out using the shorter T ∗

2

expected at low field.

� Variational networks, such as the approach used
by Hyperfine in this recent abstract 43. It is the
classic MR-specific approach with neural networks,
and most state-of-the-art approaches are more or
less subtle variations of that same structure [79].

� Data-driven trajectory learning, and even jointly
learned trajectory and reconstruction networks.
Some examples are BJORK, PILOT or PRO-
PELLER, with a preference for BJORK [80] as
it accounts for gradient constraints as a regular-
ization, meaning that gradient strengths and slew
rates are minimized beyond just the hardware con-
straints, as opposed to projection used in PRO-
PELLER. This specific point helps a lot with con-
comitant gradients, as they tend to be more signif-
icant when using larger and more chaotic gradients
for acquisition.

� Diffusion and score-based learning [81] to provide
trajectory-independent deep learning reconstruc-
tion methods.

Simulated clinical images

To be able to anticipate the SNR needed to produce
useful images, down below we provide realistic estima-
tions of what organic images would look like for different
target SNRs based on data/measure-driven simulations.
The simulation is based on the 630 ∗ 630 knee image

showed in Fig. , with a roughly estimated resolution of
around 0.3 mm2.

FIG. 45. Reference knee image for our simulation.

The image is then processed as follows:

� Crop the top and bottom black bands.

� Lower the resolution to the target resolution given
as input by reducing the k-space area.
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� Apply a decay over the k-space lines that corre-
sponds to a normalized decay obtained from real
FID acquisitions. This step is not impacting much
the simulation as the chosen readout window is
quite short and placed early over the signal lifes-
pan (start time: 3 ms, readout window: 2 ms).

� Add Gaussian noise after several steps of normal-
ization:

1. Multiply to match the noise levels observed in
the previous FID (noise is defined as whatever
is measured after 1500 ms).

2. Multiply (and divide) by the number of target
repetitions (and measured repetitions during
the FID). The target number of repetitions is
based on the allocated time of acquisition, TR,
number of slices and resolution.

3. Multiply (and divide) by the estimated num-
ber of protons in the target knee slice (and
in the measured ”candle” sample shown in
Fig. 33).

4. Multiply (and divide) by the peak k-space
value in the original image (and the measured
FID at t = 0).

5. Divide by an arbitrary SNR boost factor given
as input.

� Apply zero-padding in k-space to artificially in-
crease the resolution.

� Apply Gaussian convolution to smooth zero-
padding artifacts.

The acquisitions were simulated for 4 setups corre-
sponding to expected results over the course of the next
few semesters, showed in Fig. 46.

CONCLUSION

We believe the only way to improve MRI accessibility
radically is to go for very low magnetic fields. However,
for the past forty years, low-cost imaging projects have
been crippled by the unsatisfying quality and duration of
imaging sequences. Unfortunately, today low-field MRI
is too often associated with low-quality in the mind of
the medical imaging community.

We are changing this paradigm. Low field MRI has
some invaluable advantages over high-field, that go way
beyond just a drastic reduction in cost. The open, trans-
portable nature of the device allows a whole new range of
applications in emergency neuroimaging, mass screening
for cancers or endometriosis, per-operatory imaging, or
even imaging at the bedside or in a moving ambulance
truck. It unlocks the access to quality medical imaging

FIG. 46. Top to bottom, left to right: simulations of knee im-
ages obtained with our setup in the next few semesters, show-
ing expected improvements every 6 months. The expected
acquisition times, cumulated SNR gains and corresponding
resolutions are (24h, 1, 4∗4∗8 mm3), (6h, 4.5, 3∗3∗6 mm3),
(1h, 58.5, 2 ∗ 2 ∗ 4 mm3) and (10min, 643.5, 2 ∗ 2 ∗ 4 mm3),
respectively.

FIG. 47. Eva and Isabelle discussing the results of a CPMG
MRI sequence.

for people suffering of claustrophobia, obesity, or carrying
metallic implants. Also, it gives access to MRI in zones
that are impossible to reach by traditional high-field ma-
chines: remote places, countries where electricity supply
is unstable, the battlefield... which accounts for 90% of
the world’s population. Finally, and perhaps most im-
portantly, the ultra-low field range, below 1 mT, opens
up a whole new realm or applications that are only phys-
ically possible at this field. At 1 mT and below, it is
possible to use a resistive magnet and to tune the polar-
ization field for fast field cycling, which is not possible
with the permanent magnets of the intermediate fields of
∼ 50 mT. Also, T1 contrasts are notably enhanced, and
it is possible to make images in presence of metal or even
of fully metallic samples.
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FIG. 48. Marco and Romain theorizing on low-field contrasts.

FIG. 49. Ijee and Yacine debating on the results of a SQUID
magnetometry experiment.

By building the world’s first viable ultra-low field MRI
with true diagnosis power, our mission is to make MRI
as common and simple as blood sampling, allowing pre-
vention and medical imaging availability at scale. The
combination of innovative volumetric antennas, low-Tc

SQUID, active magnetic shielding, and the development
of rapid low-field sequences and post-processing are our
structural solution to make it a reality. This technol-
ogy will also be applied to problems in the defence and
automotive that can be some interesting markets in the
future, but the core of our focus is to develop a versatile
machine that will be used in clinical imaging.

Finally, and most importantly, our devices will be of
great synergy with high-field machines: the information
one gets from a high-field or a low-field scan are funda-
mentally different. We imagine our light and portable
machines to act as a first intention device to use. One
will never get the same spatial resolution in a 1 mT or a 7
T MRI scan, and for some precise details, particularly in

FIG. 50. Zineb at the workshop.

FIG. 51. The Chipiron team.

neuroimaging, you need extremely fine resolution. Hence,
high-fields will probably always be around, at least for re-
search topics and other specific use cases. On the other
hand, the superiority of contrasts (notably T1 contrasts)
at very-low fields will be, we believe, a game changer in
developing new sequences for most routine use cases of
MRI, making Chipiron MRI machines a powerful asset
for radiologists globally.
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